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Find the determinant of the matrix A where
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= B b

4
4
3

a3

. For the matrix A below, the identity matrices are each 3 x 3. Find the inverse of A.

31 21
A"[—14I]'

. Show that the largest characteristic root of a correlation matrix is less than or equal

to 2, the size of the matrix.

. Let a be a n X 1 vector such that a’a = 1. Find the eigenvectors and eigenvalues of

I--2aa’.

. If A — B is non-negative, prove or disprove that A2 — B? is non-negative.

Let F(z) be a convex function on D < R. Show that exp[f(z)] is also a convex on
D,

. Let the function f{z) be defined as

f($)={w3—2.'c, z>1,

ar® —br+1, <1

For what values of a and & does f(z) have a continuous derivative?

. Show that the sequence {a,}22, converges, and find its limit, where g, = 1 and

Upt1 = (2+an)1/2, n=1,2,....

. Determine whether the following integrals is convergent or divergent:

f *®  dx

o V1 z3

Determine the stationary points of the following functions and check for local minima
and maxima: f = 20z} — 2122 + 2% + 7, — 22+ 1, where o is a scalar. Can o be

chosen so that the stationary point is (i) a point of local mirimum; (ii) a point of
local maximum; (iii)a saddle point?
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(1) Let X be a random variable with moment generating function M{t) and set
K(t) = log M{(3) for those #'s for which M (t) exists. Suppose that E(X) = u and
Var(X) = o are both finite. Show that & K (£) = o®.(10pts)

(2) Let X be 2 random variable such that
)1
B(X™) = @Tkl) k=0,1,2,....

Find the moment generating function of X and then deduce the distribution of
X.(15pts)

@

Bl

Let X5 and X; be iid random variables with density f(z} = 2z, z € (0,1) and
let Y = X; + X,. Find the density function of Y .{i5pts)

(4) Suppose that X;, X, - - - » X are iid random variables with the density function

T'{3a}

f(al) = Tla)T(20)”

U1 - 2y for ze(0,1],

where o« > 0, is a parameter to be estimated. Find the Cramer-Rao lower bound
on the variance of any unbiased estimate of a.{15pts)

(5} Let X1, Xs,--+, X, be iid random variables with pdf
flz) = 92" for z € [0, 1),

Let Y = —26log X, = 1,2, -+, n. Show thet Th(9) = ~20 £, ¥; is a x2(2n)

random variable. Based on this result find a 100(1 — @)% confidence interval for
9.(15pts)
(6) Assume that X3, Xy, .- -, X, are iid Poisson(A} randorm variables. Let
_JlifX;=0
U0 X 40
t = 1,2,.-- n. Show that E‘ﬁlﬂ is an un>iased estimator of e=*. Find an

UMVUE (uniformly minimum variance unbiased estimate) of e=*.(15pts)

{7

—

Suppose that X7, Xs,-+-, X, are iid N {#, 0%} random variables, assuming the
mean 4 is known. Derjve the generalized likelihood ratio test for

- .2 2
Hy:o =og versus H,: ¢ # aj.

Also write down the power function of the test. (15pts)
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Numerical Analysis Entrance Exarn. for the Master Program 2006

If you think that a problem has been stated incorrectly, indicate your interpretation in

your solution. In such cases, do not interpret the problem in such a way that it becomes
trivial.

1. (a) [10 points] Show that the Newton forward divided-difference polynomials

Pz)=3-2(z+1)+0z+ 1))+ (z+ =)z~ 1)
and
Qz)=-1+4(z+2) -3z + 2){z+ 1)+ (z+ 2)(z + 1)(x)
both interpolate the data

z [-2]-1,01112
f@) 1|3 |1|-1]3

{b) [10 points] Why does part{a) not violate the uniqueness property of interpalating
polynomials 7

2. (a) [15 points] Describe the method of Steepest Descent.

(b) [15 points] Use the method of Steepest Descent to approximate minima to within
0.005 for the function

9(T1,22) = 100022 — )2 + (1 — 1, )?

3. ({(a) [10 points] Let f : R — R be a real value function on real numbers. Define the
condition number of f and explain the meaning of condition number.

i n
(b) {10 points] Let y, = /0 ti—5 di. Prove yp, = —5yk-q + %c-, k=1,2,...

{c) [10 points] We propose to compute y,, recursively by relating yx to yx... Therefore

we have a problem f, : R — R, and y,, = f.(%). Prove that the condition number
of f, goes to infinity as n goes to infinity.

4. [20 points] For any two polynomials f and g on R, we define (f,9) = f flz)g(z) dz.
R

We call that f and g are orthogonal if (f, ¢} =0.
Let {m{z) : k = 1,2,..., m are monic polynomials.} be a set of orthogonal polyno-
mials. Prove that three consecutive orthogonal polynomials are linearly relatived.

— END —
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- (16%) R O0< 2,y <1, B [ —y| < " — | <3z —yl.
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L (15%) 4 A—EE MR, B Ay, ASEED, WA ARKELNLT, IR R B

gy BREEL?

. (20%) W gy = VR + 1 — 2+ 1 ZEH, B RRE SN, wihiigs i,

. (15%) £ &3 fla,y,2) = ot + ot + 2 BB 2% + %+ 2% = 1 L2RAARE A

. (20%) &S AW @’ + 32 = B2 = IFEAZER, RSZHAM.
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Linear Algebra (&% : 82 F8ASNAFE > RALERHS )
Let R be the set of all real numbers, C be the set of all complex numbers, and
Muxn(F) be the set of all mxn matrices over a field F.

1. Let T be the linear transformation from R*te R® with T(1,1,1)=(1,2,3),

T(1,-1,1)=(1,0,1) and T(3,-1,-2)~(3,2,0). Find T(x,y,z), the characteristic
polynomial, and the kernel of T. (15%)

2. Let L(R*, R?) be the set of all linear transforraations from R?to RZ Define

(fre)(V)=f(vy+g() and (r(v)=r(f(»)) for f,geL(K*,R?), ve R*, reR. Find a
basis and the dimension of L{(R*, R ). (15%)

3. Suppose A € Ms.s(R). Prove that there exist an orthogonal matrix Q and a mafrix
B=[b;] with by=0 for i+j 27 such that A=QB. (15%)

4. Prove that if A € Mp(C) then there exist a diagonal matrix D and a nonsingular
matrix P such that (A+PDP™")"=0 is the nxn zero matrix. (15%)

5. Determine each following statement either is true or false, If true, prove it; if false,
give a counterexample. (8%x5)
(a) Suppose A, BeMpuu(R ), xeMpa(R), and beM,.(IR). If the linear systems
Ax=b and Bx=b have the same solution set, then A and B are similar.
(b)Suppose A , Be M;.,(IR). If there exists a uniquely nonsingular matrix C such
that A=BC then A and B are nonsingular, too.
(¢) Suppose S and T are linear operators on a finite dimensional vector space V', &
and B are ordered bases for V. If [S],~[T], then 8=T where [S],=[T]z are the

matrix representations of S and T withrespect to & and f, respectively.

(d)Let o be a basis for a finite dimensional vector space ¥ and T(a)={T(v): vea}.
If T is a linear operator on ¥ then T is onto if and only if T(c) is a basis for V.

(¢)Let T be the linear operator on R>, f(x)=(x+1)(x+2)* and g()=(v+1)2(x+2). If
f(T)=g(T)=0 is the zero transformation, then T is diagonalizable.
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Entrance Exam of Advanced Calculus for Master Programs of Departments of Applied
Mathematics

Full marks are 100; Each question is 20 marks.

1. Find the limit of the following sequence {zy},

\/5, V2+ \/5, . \/2 +4/2 4+ /2 4 ... invo.ving n sqare roots , ...

2. Find the limit.

I 1 px+h du
hl—l'%z—/:c wtVEF L
3. Find definite integral
f fs(:v2 + y*)dudy,
where S is a disk: z* + 32 < R%,, R>0.
4. Find indefinife integral
f L
Ver—1
5. Prove that the following functions
rfcosnd, r"sinnf, n=12,..

satisfy the Laplace equation,

Py, Oy _

Ay = — =
U= 53 + 507 G,

where (r,8) are the polar coordinates, z = r cosf and y =7sind .

End
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In the following, C is the set of complex numbers, IR is the set of real numbers, and

¢ is a square root of —1. For any z € C, Rez denotes the real part of z, while T 2
denctes the imaginary part of z.

Problem 1 Prove or disprove the following statements. (32 %)

(i) Let © be a nonempty open subset of C, and let f : 8 —s C be a funciion. If I
is differentiable at a point z; € 2, then f is analytic at z.

(ii) Let £ be a nonempty open and connected subset of C. For a given analytic
function f : @ —» C, let u(z) = Re f(z) and v(z) = Im f(2) for z € Q. If
{u(2)}* — {v{2)}? =1 for all z € 0, then f is a constant function on Q.

(iii) There is a real number 7 > 0 such that | sinz| < r for all z € C.

(iv) fr>0,p>0andae C,then {z € C: |z ~af <r}n{e: |z] => g} contains
an infinite number of points.

Problem 2 Let ¥(f) = 2cosé +isinf for 0 < § < 27. Evaluate the line integrals :

1 _ sin{mz)
j,; 225 1 6z 11 dz (8 %) {ii} f F 44z 437 dz (10 %)

2

Problem 3 Let f(z) = m for 2 € R. Evaluate : /0 @)z (10%)

Problem 4 Let f be a entire function. Assume that there exist an integer n > 0 and
a real number A > 0 such that |f(z)] < Alz[® for all z € C. Prove that there exists
i € C such that f{z) = uz™ for all z € C. (10 %)

Problem 5 Foragivena € C,let U ={z€ C:0< |z—a| <1}, and let f: U — C
be an analytic function. Assume that there exists r € IR such that Re flz) < rforall
z € U. Prove that o is a removable singularity of f. (15 %)

Problem 6 Let A={2€ C:|2] <1}, and let f: A — A be an analytic function.

Prove that f is a Mobius transformation if there exist distinct points o and 3 in A
such that

£ —Fe)l 18—
=78  L-aa (15 %)
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