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Entrance Exam of Basic Mathematics

Eight questions with the marks indicated.

1. (10) Find the eigenvalues and. eigenvectors of the matrix ( 2 :13 )

2. (10) Prove the Schwarz inequality

i G;;b" S E a? i b?
i=1 J =1 i=1

3. (15) Consider the linear algebraic equations with their perturbations
Ax=b, A(x+ Ax)=Dhb+ Ab, 1

where the matrix A € R"™*" is symmetric, and positive and definite, and x, Ax, b, Ab €
R*® are vectors. Prove

B

A An [lAD
Ax] _ 2 lAb] 2
=l = 2 (bl
where [|x|| is the Euclidean norm of vector X, and A, and \; are the maxima)l and the
minimal eigenvalues of A, respectively.

4. (15) Let the matrix A € B*** and B € R™™" are symmetric, and B is also positive
definite. Prove the eigenvalues of the matrix B-TA are all real.

5, {10) Let
In(z’y) +2° = y? + 2. ' (3)
Find 2.

6. (10) Find the original functions for

| == @

7. (15) Find the sum of the power series

o0 1

mentl

on (--1,1). (5)

8. (15) Find the general solutions of the OTVE:

¥ — 2y 4 5y = g, (6)
where y*) = %,%.
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1. An urn contains n+m balls, of which n are red and m are black. They
are withdrawn from the urn, one at a time and without replacement.
Let Y denote the number of red balls chosen after the first but before
the second black ball has been chosen. Number the red balls from 1 to
n. Find E[Y). (10%)

2. Let X have pdf fx(z) = 2(z +1), —1 < & < 2. Find the pdf of
Y = X2 (10%)

3. Let X and Y denote the coordinates of a point uniformly chosen in the
circle of radius 1 centered at the origin. That is, their joint density is
1
fley) == &4y <l
,_ i
" Find the joint density function of the polar coordinates R = (X* +
Y212 and © = tan~tY/X. (10%)

4. Suppose that the random variable ¥ has a binomial distribution with
n trials and success probability X, where n is a given constant and X
is a uniform(0, 1) random variable. (20%)

(a) Find E[Y] and Var(Y).
(b) Find the marginal distribution of Y.

5. Let X1, Xa,... be iid and Xy = maxjcicn Xi. If X is exponential(1),
find a sequence a,, so that X, — a, converges in distribution. (10%)

6. Let Xi,..., X, be a random sample from the pdf f(z|u) = e~ Er)
where —co < p < z < oo. (20%)

(a) Show that X(1) = min; X; is complete sufficient statistic.
(b) Show that X1y and §% = > 7 (X; — X)?/(n — 1) are independent.

7. The independent random variables Xi,..., X, have the common dis-
tribution
: 0 itz <0,
P(X; <slo,f) = { (2/B)* #H0<z<p,
1 ifz > g,
where the parameters « and 3 are positive. Find the MLEs of o and
8. (10%)
8. Suppose that we have two independent random samples: Xi,..., X,

are exponential(¢), and Yi,..., Y, are exponential(y). Find the LRT
of Hy: 0 = u versus Hy : 8 # u. (10%)
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Yﬁ )( ,%thn,
- tg X >tp,

Adto>0h—FH -

(i) %KY 244 k(L) -
(i) A =5 RP(AL) G RH,a - FH0<a<1o
RIEF=aCG+{(l-a)Hiph—df -

(i) MY 2 9 B8 & RLo (i) F = 5 & # 2 & 1 4 (convex combination) 45
BA o HAHBRYe G, HRAH -

2. BVARLAHYHHUO ML ERSH  WARVIES B LAIEHESME(N), ) >
OZ R L8 -

(i) &£
X =+v2W cosV, ¥ =v2W sinV
oo AL A -
(i) #Z=X+Y RELEZ =22 R XZEthnk -
3. XN, Xo, X Blid ZU(0,1) 1v’s 2Y) Yo SY3£X, X0, o2 A H3HE o
(1) MEX + oz F g r as(pdl) R oW & (dL) -
(il) MELPOG 2 X1 X,) o
(i) K&EY, =y, 0<y < LN, Y32 B & a1 -
4. ®Y A Bela, By, mXEZRB - A EGZRELY Z WP RAEZ EHE -
(i} WEXZ(Fteth)orth -
(il) KL EX =, Y2454 ZEY|X =), Var(Y[X =1) -

5. BT HoREGK - bBERK  HEAME TR E - BB RET 0 HEH
ik B - {E G AR o RS > i Sy E -

6. ®{Xn,n =1} Alid2ZN(0,6%) rvse &
X:;'Q:l Xlz/k
Yo = Shim 27
TS Xifm

(1) #AKYim 2516 -
(il) ZBEk > REEmM — o » Vo ZARIE 516 -
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ANSWER ¢ll OF THE FOLLOWING' QUESTIONS, EACH OF WHICH CARRIES 20 OUT OF
100 POINTS.

1. Evaluate the integrals
5 gdx
(a) ./:1/5 $\/1—I_l;‘
T
o [ =
2. Identify the stationary points of each function, and determine whether they rep-

resent maxima, minima, or inflection points. Confirm your result by determining
the sign of the first derivative in the neighborhood of the stationary points.

(a) y =325 — 5.
(b) y =22z >0.

3. Find the interval of convergence of the power series

> (54

n=0

4. Find the length of the curve
s 1
Yy== —gln:c, 1<z <4

5. (a) Using the Taylor series of the exponential function exp(z) = e® to find a series
representation of e~!. Approximate e~! within an error less than 1/10 by this
series.

(b) Prove that e is an irrational number.

End of Paper
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Please write down all the detail of your computation and answers.

1. {30%) Use (1) Lagrange formula, (2) Neville’s method, and (3) Newton divided difference
formula to compute the cubic polynomial p(z) interpolating the following data

Z|—1] 0 J1] 2
v =5 =113]13]

2. {20%) (1) Write down the algorithm of Newton method to solve a root v of the nonlinear
equation f(z) =0.

(2) If v is a simple root of f(z) and the initial value is sufficiently close to -y, show that this
iteration converges to v quadratically by the fixed point theorem.

{3) What happens if -y is a multiple root? Why?
3. (20%) (1) State three pivoting strategies of Gaussian elimination for n x n matrix A.

(2) How many comparisons are needed in each strategy?

(3) Which one has the highest accuracy to solve linear systems?

4. (15%) Write the following matrix A as the PLU decomposition 4 = PLU, where P is a
permutation matrix, L lower triangular matrix, and U upper triangular matrix.

1 =23 0
1 -23 1
1 3 2 -2
2 1 3 -1

5. (15%) Let T be an n X n matrix and v be an n dimensional column vector. Prove that the
iterative method x*+1 = Tx*) + v converges if, and only if, the spectral radius p(T) < 1.
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Linear Algebra

1. For which & does

kx+ y+ z = 1
s4+ky+ z = 1
r+ y+kz = 1

have no solutions, one solution or infinite many solutions? If it has solutions, find
them. ' (12%)

- Let U, W be subspaces of a finite dimensional vector space V, 7 : V — V be a

linear transformation on V, and A be a square matrix and B be an m X n matrix.
Determine each following statement elther is true or false. If true, prove it; if false,

give a counterexample

dim(U N W).

~ (a) dim{U + W) = dim(U) + dim(W) — (12%)
(b) {A, A% A% ..., A"*1} is linearly independent. (12%)
(¢) ¥ T? = T, then V = ker(T") @ range(T'). (12%)
(d) rank(B?B) = rank(B): (12%)
3. Let W = {(=z,y, z, w) € R':x—-y—2z=0,y—z-+w=0}. Find the projection
matrix on W (12%)
4. For an n x n matrix A, define
1, 1, 1
exp(A) =T+ A+ A *+ A%+ ... 4 — A" +
2 3! n!
2 0 -1
Let A= 0 2 0 1].Find exp(A). (14%)
3 0 2

5. Find a Jordan canonical form and a Jordan basis for the matrix -

i 0 0 00
04 0 00

00 2 00 here =+/—1.
00 0 20

20 -1 0 2

(14%)
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Entrance Advanced Calculus for the Master program
Twenty points for each problem. Please write down all the detail of your
computation and answers. Ecu;la Crvi i€y Do Fa;f.'l S .

(1) Evaluate
[1 241
——— dz.
U !

(2) (a) (10 points) Find the radius of convergence of
[e]
n=0
(b) (10 points) Evaluate the power series in (a).
(3) Let f be a one-to-one real continuous function on [0, 1]. Show

that f is either strictly decreasing or strictly increasing. Does f
have a continuous inverse? Justify your answer,

(4) Let f and g be continuous on [0,1] and differentiable on
(0,1).. Suppose that f(0) = g(0) and f'(z) < ¢'(z) for all z €
(0,1). Prove or disprove: f(1) < g(1).

(5) Let f be a real continuous function on a metric space S. Let

P(f) = {s € 8[f(s) > 0}. Ts P(f) a closed subset of S? Justify

YOur answer.

END OF PAPER
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ANSWER all OF THE FOLLOWING QUESTIONS, EACH OF WHICH CARRIES 20 ouT OF
100 POINTS. .

1. Evaluate

+oo 1/2
I:f Y i
0 142

9. Let f be an analytic function in a simply connected regoin R. Let ' be the
boundary of a rectangle inside R. Prove that the integral

[ rw)aw=o,

where C is traced counterclockwisely.

3. Prove the fundamental theorem of algebra by applying Rouché theorem to a large
circle with f(z) = 2. (The fundarental theorem of algebra says that every non-
constant polynomial has at least one zero.)

4. Show that if f is analytic and f' is continuous in a region D, and |f| is constant
in D, then f is constant in D. (Hint: Apply Cauchy-Riemann Equations.)

%. Prove that the uniform limit of a sequence of univalent functions is either univalent
or constant.

End of Paper




