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1. Let A, = (a;;) be an n X n matrix where a;; = a ifi =j and 1
otherwise. For example

Ay =

= R
= D
= R e s
Q kel et

(a) Find fhe'determjnant, inverse, and eigenvalues of As. (204)

(b) Find the inverse of A, and determine if A, is a strictly positive
definite matrix. (204)

34z +2z7

PP S dz. (104")

2. Calculate f 1

3. Use two iterates of Newton method with initial value 1 to approximate

V2. (10%)

4. Find the area inside the circle r = 5sinf and outside the Hmacon
r=2+sinf. (10%)

5. Find the area bounded by the two curves y = z° + 3z + 5 and y =
—z2 + 5z + 9 for z between —1 and 4. (10%")

6. Let f(z,y) = 2z — 24zy + 16y°. Determine the nature of the critical
points of f. (104")

7. Find the volume of the tetrahedron formed by the planes z = 0,y =
0,z=0, and z + (y/2) + (2/4) = 1. (10%")
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25 points for each of the following problems

(Calculators are permitted)

1. Let X;, Xs, X3 be i.i.d exponential r.v’s with probability density function (p.d.f) f(z,6) =
(1/8)exp(—z/8), z 2 0, 8 > 0.

(a) Prove that X; + X; and X; /X are independent. (8 pts)

(b) Find the p.d.f of the random variable Z = X1/(X; + X3). (8 pts)

(C) Suppose X{l) S X(z) S X(S) are the order statistics and let Wl = 3X(1), Wz = 2(}4\2) - X[;)},
Ws = (X(5) — X(g)}, Prove that Wy, We and W are i.id random variables. (9 pts)

2. Let X;,X2, ..., Xn be a sample drawn from uniform distribution [0, 8] with p.d.f felz)=1/8
if0<z<¢,and 0otherwise. Answer the following questions: (6 pts each)

{a) Compute the Cramer-Rao lower bound for the variance of an unbiased estimator of #.

(b) If T = ((n +1)/n)Maz{X1, X2, ., X}, show that T is an unbiased estimator of 8.

(¢) Prove that Maz(Xy, X, .., Xn) is a complete sufficient statistic .

(d) Compute the variance of T constructed in (b)-

(e) The variance of T is smaller than that of the value in (a), does it contradict the Cramer-Rao
Theorem? why?

3. Answer ithe following three questions.

(=) Let X1, X3, ..., X be a sample with p.d.f f(z,9). Give a definition of the »MostPowerful{M P)”
size ¢ test for testing Hy 1§ =0 against H, : 6 = 6;. Explain how to obtain such a test. (8 pts)
{b) Let X be an observation in the interval (0,1) with p.d.f f(z). Find an MP size o = G.05
test of Hp: fiz} =2z for 0 <z < 1/2 and f(z) =2 — 2z for 1/2 < z £ 1 against Hy: f(z) =1 for
0<% < 1. (8 pts) ‘

(¢) Let Xy, X3,Xs,X4, Xy be & samples from p.d.f F(z,6) = 8/z® if 0 < § £ & < co. Find an Mp
gize o = 0.05 test of Hy: 6 =1 against H; : 8 =2, (9 pis)

4. Let X1, Xa, ..., Xn and ¥},%3, .., ¥in be random samples drawn from X and Y respectively where
X has distribution function F and ¥ has distrlbution function G. The testing hypothesis is
Hy:F =0 ogeinst Hy : F £ G, Tet Zny £ Zgy S S Z(n1m) be the order statistics of the
combined samples. Define W = E;:;" kI where Iy =1 i Zpy isan X and I =0 if Z) isan Y.
(a) Compute the mean and variance of the random variable W under Hy, (10 pta)

{b) Suppose in an experimental project, Hospital A applya its treatment, say treatment A,
on 10 cancer patients and they survive 3.1, 2.8, 3.2, 5.1, 4.2, 2.1, 1.5, 3.8, 4.3, 4.7 years
respectively. At the same time Hospital B applys its treatment, say treatment B, on 12 cancer
patients and they survive 1.2, 2.4, 3.5, 2.8, 2.3, 4.4, 8,2, 2.5, 1.1, 2.7, 1.8, 0.6 years respectively.
Use the result in part (a) to make a judgement about these two treatments. Type I error is
0.05. (15 pts)
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S bk BRBLER >0 RAMBARSTHEH M.
()3 &k 24 (i) REBRE = m X?/22p.dL.

2: %Y # Bela, B) 5, @ X RfH— —HAEBRZHRERY Z.ﬁ:bin:k)’fr»’fa-z_
i @ ¥
(i) ®E X 2#Mpdf
(i) BAEBE X =27 Z AR S
3. 80U, Us,..., Siid. U0,1) A S B
() 4Y =min{U,,1 - Ui}, ARY Z 9.
(i) &N B%—ERALFH2 HERKn, #1150, > Uy
te. N=min{nln>2,U, >U_1} i‘f0<u<1
(a). REPU, <uBN=n)= =~ n>2
(b). #& P(U; <uinbmit)

4 #—#pzrvs {X,,n>1} ZA-rv. X, Fn - o3,

(i) #E &£ Xn,n > 1} A4 i st (convergence in distribution) £ X.

(i) - B ERBRER LA S Ka, b (@ > 0,b > 0)#yPareto 54,
Epdl B

,,ra

Ia, )=—(—+‘?'ma+—l, >0

X1, Xn BREF 5 Ha, b(a>0,0> 0)#yPareto 4 Ziid. 5 M AR
A, ﬁr‘kiﬁﬁ%ﬁ[f = n min(Xy,..., X)L EBREH.

5. #—-$#Flzrvs {Xn,n 21} R—rv. X ,_H_/%X,. =%, Xi/n.
(1) HALEn 2 oo, {Xnyn 2 1} 4 % 4 4 (convergence in probability) £ X,
n—+ oo

(i) % {X,,n2 1}Alid, A p= B(X,), Var(X;) = o® ¥ H£.
KX, —ot

n 0
(iii) #{Xn,n2> 1}AKL. X, é}ﬁ(n-l 2,. ):Lpdf &
P(X,=p+n%) =P(X,= —1/2 n=1,2,.

=k b P
Aﬁﬁ0<a<l/2, Xﬂ m He

6. —FEEORTABABHRLE=12,...,6 Z Rk Bk, —#EHR
BB FEAMGHBLBR, é#ﬁ&%&?ﬁsk BT HFLA L.

(1) #4% 2 HEHALT100K, A TEHEE & R AT K BE X,
HHAX = (X, X, .., Xo) X2 HF BT

(it) EEE([Tf=r 57%), 85 > 0, E(X4), EVar(Xx), k=1,...,6.

(iii) & ﬁﬁ’-ﬁ.lﬁﬁi‘]%ﬁﬁ?ﬁ%m&k?ﬁ ;E/?F)ﬁﬁ-%iﬁ@&‘.$%ﬂ"
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Let R be the set of all real numbers and M« (R) be the set of all m»n matrices over R._
1. Let S={(x,y,2): x+y+z=0}c R’.
(a) Show that S is a subspace of R® and find a basis of S. (10%)
(b) Suppose P is a projection operator on R ,ie P’=P, the image of P is S, and
P(1,1,1)=(0,0,0). Find P(x,y,z). (10%)

2. Prove or disprove: suppose V is a finite-dimensional vector space over Rand T is a linear
operator on V. Then T is one-to-one if and only if T is onto. (10%)

3. Let AX=B be a linear system with A€ Mmen(R), X€ Moxi(R), and Be Mm(R).
Show that the linear system AX=B has a unique solution if and only if the columns of A are
linearly independent and B is a linear combination of the columns of A. (10%)

4. Let o={(1,0,0),(1,1,0).{1,1,1)} be an ordered basis of R° and define T: R*>R® by
T, y2)=(x,xtyx+ytz)
(a) Show that T is a linear transformation. (4%)
(b) Find the matrix representation A of T with respect to a. (6%)
(c) Find an orthogonal matrix Q and an upper-triangular matrix U satisfying A=QU. (8%)
(d) Find the characteristic polynomial and the minimal polynomial of T. (8%)
{¢) Find the Jordan canonical form of T. (6%)

5. Let a nonsingular matrix A=[a;]€ Mp«(R), Ay be the cofactdij of a;in A, and the cofactor
matrix B=[A;] € Mp(R). Prove that A is diagonalizable if and only if B is diagonalizable, too.
{12%)

6. Suppose A,Be Mpwn(R), a nonsingular Q& Mmx(R), and A=QB .
(a) Show that A and B have the same row space. (6%) '
(b) Prove or disprove: if B and C are reduced row echelon form and there exists a nonsingular
P& Mur(R) such that A=PC, then B=C. (10%)
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Entrance Exam of Calculus for the Master Program of Scientific Computing

Full marks are 100; the marks are indicated within questions.

I. (10} Give the definitions of limit of functions and continuity of functions respec-
tively, and state their differences.

I1. (15) Find the sum of the series,

¢ gt
— = 4., =1 < 1.
z+ 3 + 5 oy <z

II1. (15) Prove the limit
lim /2 = /o

T

by the ¢ — § definition.
IV. { 15) Find the sum of the limit

n n

1 .
im ( + +n2+n2)

Prymrpey n2+12+n2+22

V. (15) Evaluate the integral on three dimensions,

1= [ [ [@*+ ),

where the integration region Q is surrounded by the rotating parabola z = z* + y? and
the plane z = 1.

V1. (15) Expand sinz into polynomials with two terms by Taylor’s series, compute
the approximate value of sin(0.1) (i.e. sinz when z = 0.1}, and estimate the absolute
and relative errors.

VIL {15) Prove that the functions
' il 1
rticos(i + 5)9
satisfy the Laplace equation,

8t B

A = e— —_—
Sl ol Al

where (r, #) are the polar coordinates.
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Twenty points for each problem. Please write down all the detail of your computation and
ansSwers.

1. Write a program to evaluate the polynomial
fl@) =3 as'
=0

and its derivative at & = ¢ using least arithmetic operation. Compute the number of arithmetic
operation needed in your program. '

2. List five methods that you know to find a root of & given nonlinear equation. State the
advantage, disadventage and the order of convergence of each method.

3. Use both the Lagrange formula and the Newton divided difference formula to compute the
polynomial p{z) interpolating the following data

T -2 (-1|0| 2
flz) |—19| -2 1|13 T

What is the error f(z) — p{z) at = c?

4. Use polynomial interpolation to prove the three-point midpoint formula for second derivative -

, 1
P©) % lfle+ B) = 25(0) + Fle— ),
and use Taylor’s Theorem to compute its error formula. Is this a stable method?

5. Assume the Gaussian elimination on n X n matrix A needs no row exchange. Write a program
to compute the LU {triangular) factorization of A using the least memory. How much storage
is needed to run your program? '
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ANSWER oll 5 QUESTIONS, EACH OF WHICH CARRIES 20 POINTS.

1. {(a) Use the method of Lagrange’s multipliers to find the least distance of the point
(1,2,3) to the plane
dz + by + 62 =T.

(b} Find and classify the extreme values (if any) of the function
flz,y)=y" +2°.
2. (a) Prove that f{z) = 1/v/1—=z is continuous from the left at = 1 in the e-0
language.
(b) Is f uniformly continuous on the open interval (0,1)7 Why?

3. (a) If f: K2 — R is of class (", show that f is not one-to-one.

(b) ¥ F: R — R?is of class C"", show that f does not carry R onto R2. In fact,
show that f(R) contains no open subset of R

4. (a) Prove that every convex function f:[0,1] — R attains its maximum value at
either 0 or 1.

(b) Prove that the unit interval [0,1] is a compact set. But you cannot just quote
the fact that bounded and closed sets in R are compact.

5. Let I =[0,1] and @ =1 x I. Define f : @ —> R by
511- if y is rational and z = ,p,q €N such that
flz,y)= the greatest common factor (p,q} of p and ¢ is 1,
0 otherwise,
() Is f integrable over Q7 If yes, compute I £
(b) Compute the upper integral [ ser f(z,y) and the lower integral Iye 1 Fle,y).

(c) Show that fyeI f(e,y) exists for z in [ — D, where D is a set of measure zero
m/l. .
(d) Verify Fubini’s theorem for f, f.

(End of Paper)
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In the following, C is the set of complex numbers, IR is the set of real numbers,
and ¢ is a square root of —1.

Problem 1 Let D={z€ C: |zf<"g—}, and let f{z) = |z|-| tenz| for z € D.

(i) Prove that f is differentiable at 0. {10 %)
(ii) Prove that f is not analytic at 0. (10 %)
Problem 2 Let 4(6) = 8¢¥, 0 < ¢ < 2r. Evaluate : f _SBZ g (15 %)
v 1—cosz
i 2
Problem 3 Let h(8) = BTl for 0 < 8 < 2. F}valuate : .[o h(@)dé (20 %)

Problem 4 Let f : C —» C be an analytic function. Assume that there is a real

number p > ( such that
|[f(2)] <|2|F forallzeC.

Prove that f is a polynomial. _ ' o (15 %)

Problem 5 Let (2 be a nonempty open and connected subset of the complex plane C,
let f: £ — C be an analytic function, and let u(z) be the real part of f(z} for every
z € ). Assnme that there is a z5 € € such that '

w{zo) = ?éﬁcu(z) .
Prove that f is constant on Q. (15 %)

Problem 6 Let S = {z € C: |z} =1}, and let f be the Mébius transformation such
that £(S)=§, F(1) = ¢ and F(2) = -1%1 Write £ in the form

az+b
cz+d’

where g, b, ¢, d € C. ‘ (15.%)

flz) =




