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(A) 10 JHALYERE » 15 5 45
V 1. T%{E#7H1 Relational Database fIERY
A A. Table
B. Attribute
C. Association
D. Critical Path
E. Forward Reasoning
F. Foreign Key
2. THHIEFENANE (Package) HH3H :
A, 3531 (Class)
B. #7825 (Name Space)
C. tHia5i4f5 (Tag Name)
D. Eiif#st, (Subprogram)
E. ¥4 (Object)
F. BH#ES [TH (Tag Prefix)

3G 2=1{(1,2,3),(4.5), (6.7, 8)} » THUTHIBE -

Al IS Z
B.(1,2,3) f&H Z

| C.(6,7,8) B Z

D. {(4,5)} &R Z

! B. YA Z

F 2B auamn 7

] FEMANY (System Model) {2fE
| A, Software Architecture
B. Data Flow Diagram
C. Architecture Diagram
D, Construction Diagram
E. Structure Chart
F. Estimation Diagram
5. ?’L Web }T’J—\(L ui 1“]1 !
A. Hyper Link
B. VB Script
C. Java Applet
D. Flash _
E. Cascade Style Sheet
F. Web Service
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4. KR RMEBHBE AT (Structure System Development Methodology) 5 I %

Client-Side Scripting A~EHE :
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6. TR{BEARERIE, (Black-Box Testing) F4ui% :
A SHESHL
BSMESATE
- ST ES s
ESEREHEATR
FHgeEt ik
7. 5 UML ikila28h% (Software Architecture) #H » ZE3EEIHE (Dynamic) T
FITHEEITIHY diagrams “RALFE -

A, Collaborative Diagram

mTmU oW

B. Class Diagram
C. Sequence Diagram
D. Use Case Diagram
E. Structure Diagram
F. Object Diagram

8. 5 (Non-Procedural JEATAE L & A4S ¢
A. Pascal
B. Prolog
C. LISP
D.C
E. ML
F. Fortran

9. THIEHTE-F (Logical Formula) I EH
A PorQ
B. Pornot (P and Q)
C. (Pand Q) and not{P or Q)
D. not {P or Q) or (not P and Q)
E. (PP or (Q or R)) implies ((P or Q) and (P or R})
F.Por(Pand Q)

10, Web Service ¥ FIBREE VRIS
A. LB FR(Window Application)i5tig
B. {#AKME I (Console Application)Zz#
C. {1 FEFE (Object Application)Be i
D. ke (Data Application)BiEE
E. FsfE F(Program Application)Big
F. Web i F(Web Application)BzHT
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B) Let G=[V, A] be adirected graphand A= {(1,2)(2,3) (1,3} 3. HH (2,4 (4. D)
(4, 1}. Each pair (7, /) in A means that there is an arc from node 7 to node /. Write an
algorithm to count the in-degree and out-degree of graph G. (12%)

{C) Assume that the node structure of linked representation of a binary tree is
[LefiChild, Data, RightChild]. Write an algorithm to count the number of leaf nodes
in a binary tree T. What is the computing time of your algorithm? (12%)

(DD} A tautology is a logical expression that is always true. If A, B are both
proposilions, which of the following statement(s) can be tautology? (6%)
(1) ((A implies B) and A) implies B.

(2) Aand (NOT B} implies A

(3} (A and B) implies (A or NOT B)

(4) (NOT A) implies B

(5) ((NOT A) and (NOT B)) implies (A implies B)

(E) 1f the operating system could predict the future, it could select the replacement
page such that the next page fault is delayed as long as possible. Such an algorithm is
called OPT (the optimum page-replacement algorithm). It is a useful theoretical
algorithim vecause it represenis the best for you could possibly do. How wany page
faults does OPT produce for the page-requested sequence 6 8386036353 6ina

system that allocates three frames to a job? How does that compare with FIFQ (first in,

first out) and LRU (least-recently used)? (10%)

(") The following atiempt to implement critical sections, in which P1 and P2 use two
shared Boolean variables, enterl and enter2. Assume that enterl and enter?
are both initialized to false. Does the algorithm guarantee mutual exclusion? If not,
show an execution sequence that lets both processes in their critical sections
simultaneously. (10%)

Process P] Process P2
do do
while (enter2) while (enterl)

i //nothing ; //nothing
enterl = TRUE enter? = TRUE
critical section

enterl = FALSE;

critical section

enterZ = FALSE;
remainder section

while (! donel):

remainder section

while {! done2):

m%mﬁwi‘A
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La In the following, you will find the abstract of the paper, “Behavioral
intention formation in knowledge sharing: Examining the roles of
extrinsic motivators, social-psychological forces, and organizational
climate,” which was published in MIS Quarterly, 29, 1, (March
2005), 87-111.  Please translate this abstract into Chinese. ( 1&7@)

Abstract

Individuals’ knowledge does nof transform easily into organizational knowledge even with the
implementation of knowledge repositories. Rather, individuals tend to hoard knowledge for
various reasons. The airm of this study is to develop an integrative understanding of the factors
supporting or inhibiting individuats’ knowledge-sharing infentions. We employ as our
theorstical framework the theory of reasoned action (TRA), and augment it with extrinsic
motivators, social-psychological forces and organizational climate factors that are believed fo
influence individuals’ knowledge sharing intentions.

Through a field survey of 154 managers from 27 Korean organizations, we confirm our
hypothesis that attitudes toward and subjective norms with regard to knowledge sharing as
well as organizational climate affect individuals’ intentions to share knowledye. Additionally,
we find that anticipated reciprocal relationships affect individuals’ altifudes toward knowledge
sharing while both sense of seff-worth and organizational climate affect subfective norms.

Contrary to common belief, we find anlicipated extrinsic rewards exert a negative eifect on
individuals’ knowledge-sharing attitudes.

Lb  Can the following three Internet communities be considered
knowledge sharing platforms? Please briefly explain why or why
not you consider each to be knowledge sharing platform. (1E % )

- Blog (###%)
- PTTHate (PTT %431 )
-~ Wikipedia (44 4#)

o

From the perspective of project management, what are the three most
important reasons for information systems (IS) to fail to meet

development timelines in Taiwan? Please use the ticketing system of
Taiwan High Speed Rail Corp. (&HBMITZ44) asan example
to explain your answer. (2 0% )
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1. #Lg4E (109) | N
Suppose that we want to investigate the validity of a drug test to examine whether a
person is a drug user or not. The initial drug user (D) population and non-drug user (N) @
population are shown in the given graph with the shaded areas indicating the positive
test result in both populations.
@ The test result is not perfect to identify a drug user or a non-drug user.
@ The test result is not useful since the shaded areas in both D and N populations are equally sized.
@ The test result is useful since the percentage of the shaded area is very high in D population and very low
in N population.
i @ The positive test result is helpful in identifying a person who is a drug user.
o ® The negative test result is helpful in identifying a person who is a non-drug user.

2. The download time of a 90 minutes movie is a normal distribution with mean of 2 hours and standard

deviation of 20 minutes. Given that a download has lasted for 2 hours. What is the probability that the
download will finish in 30 minutes. (5%)

3. Phone calls arrive with Poisson distribution at the rate of 48 per hour. What is the probability of receiving
three or more calls in five minutes? (5%)

4. Let X be the random variable of service time. A service level, defined as the probability of non-waiting
service, of 90% is set by the company policy. Please find the 90 percentile, PX = Xow)=0.90, of the
': following service time distribution.
a. Normal service time with mean equals 8 minutes and standard deviation equals 2 minute. (5%)
b. Exponential service time with mean equals 8 minutes. (5% )

5. Statistic such as sample mean, sample median, sample mode or (XpnaxtKmin)’2 (Xmax is the largest value of a
sample and Xyin is the smallest value of a sample) all can be used to estimate populatmn mean, .
: a. Explain what is an unbiased estimator? (595 )

‘H- b. From the statistics shown above, list the unbiased estimator of population mean? (5%)

v 6. The following data is the number of sunny days in a month. A total of 23 samples are shown below.
260 29 20 20 21 22 25 25 18 25 15 20
' 18 20 25 25 22 30 30 30 15 20 29

Use Q-Q plot or Chi-square goodness of fit to test if the above data come from normal distribution. (1096)

7. The number of computers sold in day 1 is denoted by X, and the number sold in day 2 is denoted by Xz. The

random variable X; and X; are independent and are known to have the same probability distribution, as
! follows

X 2 4

PX) 0.9 0.1

Construct the sampling distribution of the number of comi)uters sold In two days, i.e., the random variable
of X+X; and its corresponding probability. (1 09/0)
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8. Below is the description of how a recent poll was conducted by the WYZ company on political issues,
The latest WYZ poll is based on telephone interviews conducted from Jan. 10 through June 17 with 1,050
adults throughout the United States. The sample of telephone exchanges called was randomly selected by a
computer from a complete list of more than 42,000 active residential exchanges across the country. Within
cach exchange, random digits were added to form a complete telephone mumber. Within each household, one
adult was designated by a random procedure to be the respondent for the survey.
In theory, in 19 cases out of 20, the results based on such samples will differ by no more than three
percentage points in either direction from what would have been obtained by seeking out all American
Y adults. However, in addition to sampling error, the practical difficulties of conducting any survey of public
O opinion may introduce other sources of error into the poll.
a. What kind of survey subjects is included in the WYZ, sampling frame? (5%)
b. Why was the benefit of WYZ’s sampling scheme compared with that from current telephone books? (5% )
l ¢. What was the confidence level in this survey? How much was the margin of error? How was the margin
' of etror obtained? (5%%)

d. What other possible error would invelve by telephone interviews in practice? (5%)

b 9. In science, size plays an essential role is describing natural competition. Over time, scientists have
‘ conjectured that the size of human’s brain is related to his IQ (a measure of intelligence). Suppose that data

about the size of brains (head circumferences) and the associated 1Qs are sampled and collected as shown in
the following:

Full Scale IQ 9 (89 87 87 101 (163 103 |96 127|126
) Head Circumference (cm) {54.7{542 |53~ |529 [57.8 1585 [57.6[56.3 59.1 [59.8
' Full Scale IQ |01 96 93 88 94 85 97 |il4 113 (124
! Head Circurnference (cm) |57.2 572 [55.2 [572 [55.8 [53.1 57.2159.5 |592 1585

Further analysis of the above data shows that values of total sum of squares and sum of squares due to

_ regression are 3316 and 2312, respectively,
} a.Find the coefficient of simple determination 1. What does r* mean? (53/0)
b.Suppose that another formula for r* is [2(Y, - X )(¥, -F)P / [2(X%; -X)] [2 (¥ -7)?]. Derive the
I estimated regression line. (5%)
¢. Test whether the slope (B) of the regression line is significant from zero or not. Does it imply the fit of
"‘_ linear model between size of human brain and 1Q? (55)
d.On Friday the 18" of June 1999, an article was given in the Corpus Christi Caller Times stating that

Einstein’s brain was 15% wider in the area of the brain that is thought to be responsible for mathematical
! reasoning. Read this article below and comment on what we have done above. (5%)
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Friday, June 18, 1999

Einstein's brain was 15% wider

He had critical mass in critical math area
Scripps Howard News Service

LONDON - Size matters In science. Einstein's brain, according to new research, was not
bigger than mast, but it was 15 percent wider in the crucial areas which are responsiblie
for mathematical thought.

The first study of the anatomy of Albert Einstein's brain, measured and preserved after
his death at the age of 76 in 1955, represents a venture on to sensitive terrain.
Around the beginning of the 20th century there was great interest in whether people
with bigger brains were more intelligent, but after the Second World War, the subject
was to a large extent abandoned.

Modern research, however, made possible by the development of computerized imaging
technology, has tended to find a small correlation between brain volume and IQ scores.
Sandra Witelson and her colleagues from McMaster University in Hamilton, Ontario,
Canada, focused instead on the parietal lobes where "the generation and manipulation
of three-dimensional spatial images and the mathematical representation of concepts”
- essential to thinking through the theory of refativity - are thought to take place.

I Visual-spatial cognition, mathematical thought, and imagery of movement are strongly
dependent on this region, the researchers say.
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TABLE 1 STANDARD NORMAL DISTRIBUTION

Area

or

probability

z 00
0 0000
Jd £358
2 0783
3 1179
o 1334
5 1915
.6 4257
7 2580
8 .288)
9 A159
10 3413
[ B 3643
1.2 38549
L3 4032
14 A192
L5 4332
1.6 Ad52
17 4554
1.8 A641
Ly 4713
20 A172
2 4821
1.2 ARG
23 4893
24 TA918
.5 4838
26 4ps3
2.7 ADGS
2R 4574
19 4981
A0 4987

0871
J255
1628

1985
2324
2642
2939
E212

361
3686
3888

4222

4357
4474
4573
4636
4726

4783
4830
ABG8
Ag98
A922

4941
ABSE
A967
A915
4982

A987

4732
4788

A4

4871
450]
AB25

4943
A957
AS68
A8T7
4933

4988

Entries in the table give the area under
the curve between the imean and Z stan-
dard deviations above the mean. For
example, for z = 1.25 the aren under
the curve between the mean and z is

3944,

.5 N
0198 0239
k14 0636
D98y 26
1368 406
4736 JA772
2088 2123
2422 2454
2734 164
3023 ap3)
,3280 3315
3531 asse
3748 3170
3544 | 3962
4115 4131
AZ65 477
4304 4406
4503 A515
4590 4608
AGTE AG8s
4744 4750
A798 4803
A2 4B4g
A8TE 4881
%06 A%09
402 493
%45 4948
4960 4961
A970 497
4978 A979
4984 4985
ABRY 49589

o7

0279
0675
1064
L1443
JB0B

2157
2486
2794
3078
23340

3577
3790
3980
4147
A292

4418
4525
4616
4593
4756

4808
AR50
4884
4911
4932

A%40
A%62
4972
4979
ASRS

4380
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TABIE3 CHI-SQUARR DISTRIBUTION

4 Enwies in the tabie give X. values, where g is the area ar probability in the upper tail of the chi-square distribution.
d For example, with 10 degrees of freedom and .01 area in the upper tal, X3y =23.208,

—

Degroes ; Area i Dpper Tail o
of Freedom 995 99 575 55 50 a0 05 025 51 05
: 1 000 0 000 001 004 016 2706 3.841 5024 6635 TRT
2 Ll 020 J05] 103 211 4.605 5951 7378 9210 10,597
3 072 Jdis 216 352 S8 6.25] 7315 9348 11345  12.838
4 207 297 484 11 1064 1m0 9488 ILM3 13277  14.860
5 412 554 231 LM5 1610 9236 11070 12832 15086 16750
6 676 872 1237 L635 2204 10645 12592 4440 16812 18548
1 7 988 1239 1690 2167 2833 12017 14087 16013 18475 20278
. l 1.344 L&47 280 2733 3450 13am 15507 171535 20090 21955
' 9 1.735 2088 2700 3328 4168 14684 1691 19023 21666 23,580
! 10 2156 2588 3247 3940 4865 159 18307 20483 23208  25.:ge
! 11 2603 3053 3816 4575 547 17225 19675 21920 24725 2957
: 12 074 3371 4404 5226 gam 18549 25026 23337 26217 23300
‘ 13 3565 4107 5009  s8%2 7041 19812 22362 24736 27688  29.819
14 4075 4660 56 - 6571 7700 21064 23685 26119 20041 31349
13 4601 5220 6262 7261 gs47 R30T A6 21488 30578 32801
16 5142 5812 6908 7962 53 B2 26296 28845 32000  34.267
17 3697 6408 . 1564 8672 10085 4769 27587 30491 33409 35718
18 6265 7018 8.231 9.390 10865 2598 28869 31526 34805 37.156
19 6844 7633 82907 10017 1165 21204 30044 32850 36193 3p.s80
20 7434 B260  BSH1 10851 12443 8412 31410 U0 37566 39.997
; 21 8034 8397 10283 (1591 13240 29615 3267F 35479 38932 4140
j. 2 8643 9541 . 10982 12338 1404 30813 33924 3678) 40289 4p796
: n 9260 10196 11689  13.091 14848 32007 350172 38076 41638 4448
; 24 9.886  10.856 12401  13.848 15659 33196 36415 39364 42986  45.558
4 25 10520 11524 13120 14611 16473 34382 37652 40646 44314 45.028
; 26 HLI60 12198 13844 15379 17.902 35,563 38885 41923 45642  dg29g
. 27 ILB0B 12878 16373 16350 1ga14 36741 40003 43095 46963 49645
! 28 12460 13565 15308 16928 18939 37916 41337 44461  4gams 50,994

29 3a 4256 16047 1708 9768 30.087 42557 45722 49.588 52:335
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(A) 10 REMGERE - 1588 5 4
L TR T AR ASEE B OHTEE (compile) FHRY -
A. Lexical Analyzer
B. Parser
C. Translator
D. Register
E. Code Optimizer
F. Subsecript
2. %1 (Polymorphism) #EBUREH] Reuse SR » %40l -
A. Parametric Polymorphism
B. Risk Polymorphism
C. Inclusion Polymorphism
D. Crisis Polymorphism
E. Overloading Polymorphism
F. Coercion Polymorphism
3 Z-((1,2,3),4,5,6,7, 8 FYMIFE IR
Al @ Z
B.(1,2,3) @& Z
C.(6,7,8) i Z
D.((4,5)) WHEL Z
E. 2 2
FZ2RGHaER Z
4. KRR ST (Structure System Development Methodology) Rl
MM (System Model) 494% :
A. Software Architecture
B. Data Flow Diagram
C. Architecture Diagram
D. Construction Diagram
E. Structute Chart
. Estimation Diagram
5. 41 Web BLuLREFHE - Client-Side Scripting 4T :
A. Hyper Link
B. VB Script
C. Java Applet
D. Flash
E. Cascade Style Shect
F. Web Service

&’i-.-zm“ & "ij!@""lu AN

X7E R\ R




L

CREANER L ES P e ey

CFHE MM (RFaHLsE] 22 5w x

6. WRHGELHHIG (Black-Box Testing) “FmfE -
A. FHESEIE
B. filiiszsik
C. BREI T
D. i
E. BRIk
F. LLigeiliiE
7. 77 UML IR{i4586% (Software Architecture) #E » F5iEm)nE (Dynamic) W TEE
FILHRERING diagrams TATHE
A. Collaborative Diagram
; B. Class Diagram
: C. Sequence Diagram
D. Use Case Diagram
E. Structure Diagram
F. Object Diagram
8. JMHT (Non-Procedural Wi RZ 038 S5 403
.1. A. Pascal
B. Prolog
C, LISP
D.C
E. ML
. F. Fortran
| 9. FIIBIET (Logical Formula) /538 :
} A PorQ
! B. P ornot (P and Q)
C. (P and Q) and not(P or Q)
: D. not (P or Q) or (not P and Q)
n E. (P or (Q or R)) implies ((P or Q) and (PorR))
F.Por (P and Q)
) 10. Web Service 1 FLERASE T 0465 -
: A. LI F(Window Application)8is
B. {##50 13 (Console Application)Bts
C. YFHEF(Object Application)B25y
D. #PHET) (Data Application) B
1 E. ¥ zCHE M (Program Application) B4
F. Web Jlif{J(Web Application)Eg
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(B) Let G = [V, A] be a directed graph and A = {(LDEH,3)(3,9 2,4 4,3)
(4, 1)}. Each pair (7, /) in A means that there is an arc from node ito node j. Write an
algorithm to count the in-degree and out-degree of graph G. (12%)

(C) Assume that the node structure of linked representation of a binary iree is
[LeftChild, Data, RightChild]. Write an algorithm to count the number of leaf nodes
in a binary tree T. What is the computing time of your algorithm? (12%)

(D) A tautology is a logical expression that is always true. If A, B are both
1 propositions, which of the following statement(s) can be tautology? (6%)
(1) (A implies B) and A) implics B. '
| (2) Aand (NOT B) implies A
(3) (Aand B) implies (A or NOT B)
: (4) (NOT A) implies B
(5) ((NOT A) and (NOT B)) implies {A implies B)

(E) I the operating system could predict the future, it could select the replacement

i page such that the next page fault is delayed as long as possible. Such an algorithm is

i catled OPT (the optimum page-replacement algorithm). It is a useful theoretica)

; algorithm because it represents the best for you could possibly do. How many page

1‘ faults does OPT produce for the page-requested sequence 68386036353 6ina
system that allocates three frames to a Jjob? How does that compatre with FIFO {first in,
first out) and LRU (least-recently used)? (10%)

(') The following attempt to implement critical sections, in which P1 and P2 use two
shared Boolean variables, enter1 and enter?. Assume that enter? and enter?

i are both initialized to false. Does the algorithm guarantee mutual exclusion? If not,

: show an execution sequence that lets both processes in their critical sections

' simultaneously. (10%)

Process P

do
while (enter2)

; //nothing

enterl = TRUL
eritical section
enterl = FALSE;
remainder section

while (| donel};

Process P2

do
while (enteri)
} //nothing
enterd = TRUE
critical section
enter?Z = FALSE;
remainder section

while (! done?2);
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3.

1.

(20%)
Consider binary search trees.
(A) Given an empty binary search tree, show the structure of the binary search
tree after sequentially inserting the values 15, 2, 24, 17,38, 1, and 13.
(B) We want to find the maximum sum of two distinct elements on the tree,

What is the worst-case running time? What is the best-case running time?
Justify your answers.

(20%0)
Suppose you need a data structure, either an AVL search tree or a hash tabie

with separate chaining to represent a string, to support several types of

operations on a set of strings: insert a string, find a string, and print all the
strings in order.

(A) Suppose the operating environment has high insertion rate, high search
rate, and high printing rate. Which data structure wil] you choose? Why?

(B) Suppose the operating environment has low insertion rate, high search rate,
and very low printing rate. Which data structure will you choose? Why?

(10%)
Draw a binary tree 7' such that
Each internal node of T stores a single character
A preorder traversal of T yields EXAMFUN
An inorder traversal of T yields AXMEUNT

(20%)
Solve the following recurrence functions,
(A) H{n) = t(n-2)+1(2)+3n, n is even and (2)=1(5%)
(B 4{n) = 66(n/3) + 2n°, n is a power of 3 and #(1) = 1 (5%)
©) 1> 2’fil'r(i) +n, (121 (10%)
iz
(20%)
Consider two random variables X and ¥ with the same sample space {0,1,2,3,4,
5,5,6,7,8,9 . LetZ=X+7.
(A) What is the sample space of Z? (5%)
(B) Compare the following two vatues (z is even). Which one is larger? Please
Justify. (7%)
PH(Z <z) vs. Pr(X < g) PH(Y < g)

(C) Compare the following two values, Which one is |

arger? Please justify,
(8%)

Pr(Z <z) vs. szoPr((X <x)-Pr(¥ < z-x)
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6. (10%)

Consider the following C-like program

int f{double x, double n)

|

| {

! if{n<=1)

I {print(“error\n™); exit;}
' if (x <n) return 0;

'; X=X/n

return {f{x, n)+1);

i

: Describe the function of the above program.

T






