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1. (¥.:%) In Prim’s algorithm, which of the following is applied to make the search for a minimum
spanning tree more efficient?
A. set
B. stack
C. priority queue
D. binary search tree
E. None of the above
2. (Ei&) Which of the following statements about heaps is TRUE?
A. Heaps are a type of self-balancing binary search tree.
B. In a max-heap, the key value in each node is always smaller than the key values of its children.
C. Deletion of the maximum element from a d-ary max-heap takes O(d logs ) time, where » is the
number of nodes.
D. Creating a heap of # elements using bottom-up heap construction takes O(» log n) time.
E. Binary heaps are full binary trees.
3. (¥.i®) What is the solution to the recurrence relation: T(x) = T(n/2) + n, with T(1) =17
A. T(m)=0(log n)
B. T(n)=0O(n)
C. T(n) = O(nlog n}
D. T(n) =0
E. T(n)=0(2%
4. (#:i%) An array contains ten integers: 7, 5, 10, 11, 3, 9, 2, 4, 8, 6. What will the resulting array be if
we use the Hoare partition scheme with 7 as the pivot to partition the array?
A 756432911810
B. 256437911810
C. 532467101189
D. 532467101198
E. None of the above
5. (#:i%) Which of the following algorithms exhibits a greedy characteristic?
A. Binary search
B. Merge sort
C. Quicksort
D. Floyd-Warshall algorithm
E. Prim’s algorithm
6. (E:iE) Which of the following statements about binary search is TRUE?
A. Binary search has a time complexity of O(n).
B. Binary search has a space complexity of O(n).
C. Binary search compares elements by traversing the array from left to right.
D. Binary search requires the elements to be sorted in order.
E. Binary search uses more memory compared to linear search.
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7.

10.

11.

(¥ &) What data structure is used when performing Breadth First Search on a graph?

stack

queue

free

both stack and queue
None of the above

cECReR=lS

(¥.1%) If we sequentially insert the keys 5, 9, 2, 0, 21, 14 into a table of size 7 using the hash function
h(k) = k mod 7 and linear probing, what will the final table look like?
A
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| 21 | 14 | \

<

| | 14 | 21 |

<

15192 |

(£.3%) Which of the following statements about complete binary trees is TRUE?
A. The height of a complete binary tree with » nodes is (log n)+1.

B. A complete binary tree can have missing nodes on any level.

C. All leaf nodes are at the same level. .

D. A complete binary tree is also a binary search tree.

E. None of the above

(#3i£) Given the graph below (Figurel), which edge can be removed to turn it into a bipartite graph?

(Figure 1)

C-F
E-F
B-C
B-D
None of the above.

MO oW

(E.#&) Let L(X) be the number of leaves in a binary tree with root node T. Assume that Leaf(T)

returns 1 if T is a leaf node. Which of the following leads to a recursive implementation?
IL(T) := L(T.Left)+L(T.Right)+Leaf{T)

L(T) == L(T.Left)+L(T.Right}+Leaf(T)+1

L(T) .= L(T.Left)*L{T.Right)

I(T) = L(T Left)+L(T.Right)+1

None of the above
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12. (B3%) Which of the following sorting algorithms can obtain minimum time complexity in sorting a

random linked list?
A. Insertion Sort
B. Quick Sort

C. Heap Sort

ID. Bubble Sort

E. Merge Sort

13. (Bi8) What is the best time complexity we can achieve to calculate all-pairs shortest paths in a
weighted graph?

O(n)

O(nlogn)

0(n?)

o)

O(n*)

MO oW

14. (¥ i) Consider an undirected random graph of eight vertices. For each pair of vertices, the
probability of an edge between them is 0.5. What is the expected number of unordered cycles of
length three?

15. (B 18) A priority-queue is implemented as a max-heap. Assume that a priority-queue contains five
records and the level-order traversal of the heap is: 10, 8, 5, 3, 2. What is the level-order traversal of
the heap, after two new records 1" and ”7” are inserted into the heap in sequence?

A 10,8,7,5,3,2,1

E 3
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16. (¥ i) What does the following procedure perform on a graph in which “edges” is the adjacency list
representation of the graph?

void measure(vector<vector<int>>edges) {
int count = 0;
for (auto x: edges) {
for (auto y: x) {
count +=1;
b
}

cout << count/2 << endl;

}
A.  Calculate the number of edges in an undirected graph.
B.  Calculate the number of nodes on a given graph.
C.  Calculate the number of connected components on a given graph.

HEHHALT  HEEFOLTHAR




Bt LRSS EFERLHEER A EIR L4 WA

FELM BHER [FFagELELa] Rk ¢ 442002
A BHRBERE "ART AT ERGEER £5RAF4R

D. Calculate the number of degrees of all nodes on a given graph.
E.  None of the above

17. (B %) Consider an undirected unweighted graph G. Starting from a node r, a breadth-first traversal
of G is performed. Let d(r, u) and d(r, v} denote the lengths of the shortest paths from » to » and v
respectively. If u is visited before v during the breadth-first traversal, which of the following
statements is correct?
A.d{r, u)>d(r,v)
B.  dr,u)y<d(r,v)
C. dr,wy>=d(r,v)
D, dr,u)<=d(r,v)
E.  None of the above

18. (35 #) Suppose the alphabet of a text message has 5 characters: P, Q, R, S, T with frequencies of 20,
5, 13, 12, 10, respectively. We use Huffman’s coding to encode these characters to binary codes.
Which of the following statements are TRUE?
A. The binary codes for P and Q have the same length.
B. The binary codes for Q and S have the same length.
C. The binary codes for S and T have the same length.
D. The binary codes for P and R have the same length.
E. The binary codes for Q and T have the same length.

19. (#.i%) Consider an unsorted singly linked list of length n, where only the head pointer is available.
Which of the following operations can be implemented in O(») time?
A. Deleting the first node of the linked list.
B. Deleting the last node of the linked list.
C. Inserting an item at the front of the linked list.
D. Finding the minimum item in the linked list.
E. Reversing the linked list.

20. (42 12) Which of the following statements about merge sort are TRUE?
A. Tt uses a divide-and-conquer strategy fo sort the elements.
B. It has a space complexity of O(1).
C. It has a best-case time complexity of O(n) for sorting » elements.
D. Ttis an in-place sorting algorithm.
E. Itis suitable for sorting large datasets.

21. (#.18) Consider a binary tree T whose pre-orderis 101752 1912 15 20 and in-orderis 1257 10
12 15 19 20. Which of the following statements are TRUE?
A. The level-order traversal is 101 197 1220 5 15 2.
B. 'the post-order traversal is 2571 1512 20 19 10.
C. Tis also a binary search tree,
D. Tis also an AVL tree.
E. The height of T is 4.

22, (#2 i) Which of the following are TRUE?
A, Backtracking invokes recursion.
B.  Divide and conquer invokes recursion,
C.  Dynamic programming invokes recursion.
D.  Topological sort is not solvable in linear time.
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23.

24.

25.

E. The most efficient algorithm for finding the number of connected components in an undirected
graph on n vertices and m edges has time complexity O(mn).

(#5 i) In a connected graph with no loops or multiple edges, if this graph has v vertices and e edges,

which of the following are correct?

e < v?

ez2v—1

v<er+1

v=e/f2

e = v?

SESEol-S

(#8:%) A directed graph G = (¥, E) has vertex set: V= {v0, vl, v2, v3, v4, v5, v6} and edge set: £ =
{(v0, v2), (v1, v0), (v1, v3), (v3, v0), (v3, v2), (v3, v5), (v3, v6), (v4, v1), (v4, v3), (v4, v6), (v5, v2),
(v6, v5)}, and the weights of the above edges are 4, 2, 3, 1, 2, 8, 4, 10, 2, 7, 2, 1, respectively. Which
of the following are TRUE?

A. The shortest weighted path from v4 to v5 has weight 7.

B. Starting from v4, then using the standard weighted shortest path algorithm, the last vertex to be

reached is v1.
. Starting from v4, then using the acyclic weighted shortest path algorithm, the last vertex to be

C
reached is v2.
D. Starting from v4, then using the acyclic weighted shortest path algorithm, the last vertex to be

reached is v1.
If the above graph were undirected, then the cost of the minimum spanning tree is 10.

£

(#8.:%) Assume a binary tree has five nodes and the root node is A. A has left child B and right child
C. B has left child D and right child E. Which of the following are TRUE?

A.  The level order traversal of the tree is ABCDE

B.  The inorder traversal of the tree is DBEAC

C The inorder traversal of the tree is ABCDE

D.  The preorder traversal of the tree is ABCDE

E The height of the tree is 3

WA FYRFOATAA




By P L RETIRFE
AL BRI LA WA

FELER EHEM [EFABEELR]

—VEAEEFH—

EEREER 100 S48

FHAGSENT R FNBRE  UARFEE - e~ L - HAKES
%%(%)zﬁ%ﬁﬂ% £ R %ﬁﬁﬁ%%i@*%ﬁ%ﬂi
PRt BEX A B R 3T o

BEEMAE - REZESHDEE - BB IET > THESPREE £
EEABXFRR S RAEER (F) ~ FRMITEBE) - A
FEHBAER — W EEE  HHEL -

EHEFHUBEER R RTERGER (F) B REM 2B &

PR RBRFTHEBRALHERELNREEL B R B ELHE8 -

REE (F) BEREFERE REWE - IR FREH AR

BN ABFEGEENL BABRE AL EEM I EMX TR

A

EER T AR EREEE RS EAE ko T R B

bxﬁ R L R (BEABREHMTERET) - Eﬁk
S BB R BEE IR FE SR LRI E - #

ﬁA%zﬂﬁ SHE A o

HEREREE (F) BHEAOEE - REOBEBZNREDESFE -

BB REESIE - EEREEHEERREFE -

ERBRARIEEEH SIS RA IR EIRPA R




Bt k2113 25 EALEERTAMEIER L4 WHAR

FeLl AHEH [EE 4L 4]) R ¢ 442002
XAABRBERE "FAT, ERHERCGEER £5RF 1R
F1-1TRLEER BHIy B 18- MAHER B4 4 (BRE2HEFKS) -
1. (¥.:%) In Prim’s algorithm, which of the following is applied to make the search for a minimum
spanning tree more efficient?
A. set
B. stack
C. priority queue
D. binary search tree
E. None of the above
2. (Ei&) Which of the following statements about heaps is TRUE?
A. Heaps are a type of self-balancing binary search tree.
B. In a max-heap, the key value in each node is always smaller than the key values of its children.
C. Deletion of the maximum element from a d-ary max-heap takes O(d logs ) time, where » is the
number of nodes.
D. Creating a heap of # elements using bottom-up heap construction takes O(» log n) time.
E. Binary heaps are full binary trees.
3. (¥.i®) What is the solution to the recurrence relation: T(x) = T(n/2) + n, with T(1) =17
A. T(m)=0(log n)
B. T(n)=0O(n)
C. T(n) = O(nlog n}
D. T(n) =0
E. T(n)=0(2%
4. (#:i%) An array contains ten integers: 7, 5, 10, 11, 3, 9, 2, 4, 8, 6. What will the resulting array be if
we use the Hoare partition scheme with 7 as the pivot to partition the array?
A 756432911810
B. 256437911810
C. 532467101189
D. 532467101198
E. None of the above
5. (#:i%) Which of the following algorithms exhibits a greedy characteristic?
A. Binary search
B. Merge sort
C. Quicksort
D. Floyd-Warshall algorithm
E. Prim’s algorithm
6. (E:iE) Which of the following statements about binary search is TRUE?
A. Binary search has a time complexity of O(n).
B. Binary search has a space complexity of O(n).
C. Binary search compares elements by traversing the array from left to right.
D. Binary search requires the elements to be sorted in order.
E. Binary search uses more memory compared to linear search.
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7.

10.

11.

(¥ &) What data structure is used when performing Breadth First Search on a graph?

stack

queue

free

both stack and queue
None of the above

cECReR=lS

(¥.1%) If we sequentially insert the keys 5, 9, 2, 0, 21, 14 into a table of size 7 using the hash function
h(k) = k mod 7 and linear probing, what will the final table look like?
A

|
|
|

5192 ]

L1415 ] |

O
b

| 21 |

o

s 1| |

\O
[$S]

L0 [21]

o
Lh

L 0 | 21 ] |2 [1a] |

| 21 | 14 | \

<

| | 14 | 21 |

<

15192 |

(£.3%) Which of the following statements about complete binary trees is TRUE?
A. The height of a complete binary tree with » nodes is (log n)+1.

B. A complete binary tree can have missing nodes on any level.

C. All leaf nodes are at the same level. .

D. A complete binary tree is also a binary search tree.

E. None of the above

(#3i£) Given the graph below (Figurel), which edge can be removed to turn it into a bipartite graph?

(Figure 1)

C-F
E-F
B-C
B-D
None of the above.

MO oW

(E.#&) Let L(X) be the number of leaves in a binary tree with root node T. Assume that Leaf(T)

returns 1 if T is a leaf node. Which of the following leads to a recursive implementation?
IL(T) := L(T.Left)+L(T.Right)+Leaf{T)

L(T) == L(T.Left)+L(T.Right}+Leaf(T)+1

L(T) .= L(T.Left)*L{T.Right)

I(T) = L(T Left)+L(T.Right)+1

None of the above

TUOW >
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12. (B3%) Which of the following sorting algorithms can obtain minimum time complexity in sorting a

random linked list?
A. Insertion Sort
B. Quick Sort

C. Heap Sort

ID. Bubble Sort

E. Merge Sort

13. (Bi8) What is the best time complexity we can achieve to calculate all-pairs shortest paths in a
weighted graph?

O(n)

O(nlogn)

0(n?)

o)

O(n*)

MO oW

14. (¥ i) Consider an undirected random graph of eight vertices. For each pair of vertices, the
probability of an edge between them is 0.5. What is the expected number of unordered cycles of
length three?

15. (B 18) A priority-queue is implemented as a max-heap. Assume that a priority-queue contains five
records and the level-order traversal of the heap is: 10, 8, 5, 3, 2. What is the level-order traversal of
the heap, after two new records 1" and ”7” are inserted into the heap in sequence?

A 10,8,7,5,3,2,1

E 3
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16. (¥ i) What does the following procedure perform on a graph in which “edges” is the adjacency list
representation of the graph?

void measure(vector<vector<int>>edges) {
int count = 0;
for (auto x: edges) {
for (auto y: x) {
count +=1;
b
}

cout << count/2 << endl;

}
A.  Calculate the number of edges in an undirected graph.
B.  Calculate the number of nodes on a given graph.
C.  Calculate the number of connected components on a given graph.
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D. Calculate the number of degrees of all nodes on a given graph.
E.  None of the above

17. (B %) Consider an undirected unweighted graph G. Starting from a node r, a breadth-first traversal
of G is performed. Let d(r, u) and d(r, v} denote the lengths of the shortest paths from » to » and v
respectively. If u is visited before v during the breadth-first traversal, which of the following
statements is correct?
A.d{r, u)>d(r,v)
B.  dr,u)y<d(r,v)
C. dr,wy>=d(r,v)
D, dr,u)<=d(r,v)
E.  None of the above

18. (35 #) Suppose the alphabet of a text message has 5 characters: P, Q, R, S, T with frequencies of 20,
5, 13, 12, 10, respectively. We use Huffman’s coding to encode these characters to binary codes.
Which of the following statements are TRUE?
A. The binary codes for P and Q have the same length.
B. The binary codes for Q and S have the same length.
C. The binary codes for S and T have the same length.
D. The binary codes for P and R have the same length.
E. The binary codes for Q and T have the same length.

19. (#.i%) Consider an unsorted singly linked list of length n, where only the head pointer is available.
Which of the following operations can be implemented in O(») time?
A. Deleting the first node of the linked list.
B. Deleting the last node of the linked list.
C. Inserting an item at the front of the linked list.
D. Finding the minimum item in the linked list.
E. Reversing the linked list.

20. (42 12) Which of the following statements about merge sort are TRUE?
A. Tt uses a divide-and-conquer strategy fo sort the elements.
B. It has a space complexity of O(1).
C. It has a best-case time complexity of O(n) for sorting » elements.
D. Ttis an in-place sorting algorithm.
E. Itis suitable for sorting large datasets.

21. (#.18) Consider a binary tree T whose pre-orderis 101752 1912 15 20 and in-orderis 1257 10
12 15 19 20. Which of the following statements are TRUE?
A. The level-order traversal is 101 197 1220 5 15 2.
B. 'the post-order traversal is 2571 1512 20 19 10.
C. Tis also a binary search tree,
D. Tis also an AVL tree.
E. The height of T is 4.

22, (#2 i) Which of the following are TRUE?
A, Backtracking invokes recursion.
B.  Divide and conquer invokes recursion,
C.  Dynamic programming invokes recursion.
D.  Topological sort is not solvable in linear time.
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23.

24.

25.

E. The most efficient algorithm for finding the number of connected components in an undirected
graph on n vertices and m edges has time complexity O(mn).

(#5 i) In a connected graph with no loops or multiple edges, if this graph has v vertices and e edges,

which of the following are correct?

e < v?

ez2v—1

v<er+1

v=e/f2

e = v?

SESEol-S

(#8:%) A directed graph G = (¥, E) has vertex set: V= {v0, vl, v2, v3, v4, v5, v6} and edge set: £ =
{(v0, v2), (v1, v0), (v1, v3), (v3, v0), (v3, v2), (v3, v5), (v3, v6), (v4, v1), (v4, v3), (v4, v6), (v5, v2),
(v6, v5)}, and the weights of the above edges are 4, 2, 3, 1, 2, 8, 4, 10, 2, 7, 2, 1, respectively. Which
of the following are TRUE?

A. The shortest weighted path from v4 to v5 has weight 7.

B. Starting from v4, then using the standard weighted shortest path algorithm, the last vertex to be

reached is v1.
. Starting from v4, then using the acyclic weighted shortest path algorithm, the last vertex to be

C
reached is v2.
D. Starting from v4, then using the acyclic weighted shortest path algorithm, the last vertex to be

reached is v1.
If the above graph were undirected, then the cost of the minimum spanning tree is 10.

£

(#8.:%) Assume a binary tree has five nodes and the root node is A. A has left child B and right child
C. B has left child D and right child E. Which of the following are TRUE?

A.  The level order traversal of the tree is ABCDE

B.  The inorder traversal of the tree is DBEAC

C The inorder traversal of the tree is ABCDE

D.  The preorder traversal of the tree is ABCDE

E The height of the tree is 3
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1. A CPU performs instruction execution by fetch-decode-execute-store cycle. Which component
executes the instruction?
A CU
B. ALU
C. IR
D. RAM

2. Which of the following statements about network protocols is wrong?
A. UDP builds up reliable connections.
B. DNS queries are transmitted through UDP.
C. HTTP requests and responses are transmitted through TCP protocol.
D. FTP responses are transmitted through TCP protocol

3. Which of the following statements about Internet of Things (IoTs) is wrong?
A. Tor security purpose, IoT devices should be deployed in internal network.
B. AllIoT devices have connectivity.
C. Bluetooth earphones are [oT devices.
D. AnIP camera is an IoT device and safer than a personal computer.

4, Which of the following statements about wireless networks is wrong?
A. Wireless networks have the exposed node problem.
B. Wireless networks have the hidden node problem.
C. 802.11 does not run on ISM radio band.
D. 802.11 uses the multiple access with collision avoidance algorithm to transmit data.

5. @Given a binary tree T in which each internal node of T stores a single character. I its inorder traversal
yields GOODBOOK and its postorder traversal yields GOOOBKOD. What is its preorder traversal?

DOGBOOOK

DOGOBOOK

DOOGOBOK

DOGOOBOK

SO

6. Which of the following statements about hash table is wrong?
A. Inthe average cases, search in a hash table is O(1).
B. Inthe average cases, insert in a hash table is O(1).
C. Inthe average cases, delete in a hash table is O(N).
D. An imperfect hash function may result in many collisions.

7. Which of the following statements about ARP is wrong?
A. ARP is used to build up a mapping table of [P addresses to MAC addresses.
B. ARP is a network protocol at the network layer of the OSI model.
C. ARP assigns a host an IP address dynamically.
D. An ARP cache is a collection of ARP entries that are created when an IP address is resolved

to a MAC address.

HAFHEAED FHETHERETFA




At AR 113 S ERLHEBR LRI LA R

FEER RN [REAMREETE  La] Ik 442001
MAABREERE TATR, AT ERCGREA) £4RER

8. Which of the following statements about malware is wrong?

A. A computer might be infected without connecting to a network.
B. PDF files may contain malware.

C. Image files may include malware.

D. Web browsing is safe and will not get infected by malware.

9, Which of the following statements about process scheduling is wrong?

A. FIFO scheduling may result long waiting time.

B. Round-robin scheduling has the shortest waiting time.

C. A very large time quantum in round-robin scheduling results in FIFO scheduling.

D. Round-robin scheduling is suitable for interactive systems as it has short response time.

10. If binary trees are represented in arrays, what formula can be used to locate the left child of node 1?

A, 2.

B. 2i+]1.

C. 2i-1.

D. None of the above.

%‘- 11~15 %E;m\ %E%EFE ' %‘E 4% °

11. A tautology is a compound statement which always results in Truth value. Which one(s) of the
following statements is(are) tautology(tautologies)?

A. (pAg)=>q
B. q->(p~Aaq)
C. pv(p—=>a)
D. qVvip—>q)

12. Logical inference is used to create new sentences that logically follow from a given set of predicate
calculus sentences (KB). An inference rule is sound if every sentence X produced by an inference rule
operating on a KB logically follows from the KB. A.rule is sound if its conclusion is true whenever the
premise is true. Which one(s) of the following rules is(are) sound?

A. Premise: p, p—~>q; conclusion: g

Premise: p, q; conclusion: p A g

Premise: p A g; conclusion: p
Premise: —— p; conclusion: p

oo w

13. Which one(s) of the following statements about time complexity is/are correct?
A. The average time complexity of search in a double-linked list is O(N).
B. The worst time complexity of insertion in a double-linked list is O(N).
C. The average time complexity of search in a binary search tree is O(logN).
D. The worst time complexity of search in a binary search tree is O(N).
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14. Given the C code below, which one(s) of the execution results is/are correct?

}

}

}

int main() {
intn,i,c=0;

printf("Enter a number: "};
scanf("%d", &n);

if (n<=1){
printf("The number belongs to N\n");
return 0;

for (i=2; i <=sqrt(n); i++) {
if(n%i==0){
ct+i;
break;

if (c==0){

printf("The number belongs to P\n");
}else {

printf("The number belongs to N\n");

return 0;

A.

B.

Enfer a number: 8

The number belongs to N
Enter a number: 7

The number belongs to P
Enter a number: 15

The number belongs to P
Enter a number: 17

The number belongs to P
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15. Mike is given an assignment to practice recursion. He has a fraction of code below. Which one(s) of
the following fill-outs is/are correct?
#include <stdio.h>

// Function that prints the reverse of the passed string
void reverse{char *str, int index, int n)

{

char temp;

// return if it reaches at the end of the string

// stores the char before recursive call

// calling recursive function

Ie

// printing each stored character while recurring back
printf("%c", temp);
y _

fnt main()

{
char a[] = "MIS@NSYSU is the best";

int n = sizeof(a) / sizeof(a[0]);

return 0;

}

If (index == n) return;
temp = str[index];
reverse(str, index + 1, n);
reverse(a, n, (1);

oowp

% 16~19 BREEE -
16. Please describe the procedure of Proof of Work consensus mechanism used in blockchain technology.
(10%)

17. Please write the Hanoi tower’s recursive function in C programming language:

void hanoi {int n, char A, char B, char C).
Suppose there are 7 disks in tower A with indexes I to », and we want to move all disks from tower

A to tower C. (20%)

18. What is the function of TTT. field in IP protocol? (10%)

19. Please describe the procedure of CSMA/CD method used in Ethernet. (10%)
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1. A CPU performs instruction execution by fetch-decode-execute-store cycle. Which component
executes the instruction?
A CU
B. ALU
C. IR
D. RAM

2. Which of the following statements about network protocols is wrong?
A. UDP builds up reliable connections.
B. DNS queries are transmitted through UDP.
C. HTTP requests and responses are transmitted through TCP protocol.
D. FTP responses are transmitted through TCP protocol

3. Which of the following statements about Internet of Things (IoTs) is wrong?
A. Tor security purpose, IoT devices should be deployed in internal network.
B. AllIoT devices have connectivity.
C. Bluetooth earphones are [oT devices.
D. AnIP camera is an IoT device and safer than a personal computer.

4, Which of the following statements about wireless networks is wrong?
A. Wireless networks have the exposed node problem.
B. Wireless networks have the hidden node problem.
C. 802.11 does not run on ISM radio band.
D. 802.11 uses the multiple access with collision avoidance algorithm to transmit data.

5. @Given a binary tree T in which each internal node of T stores a single character. I its inorder traversal
yields GOODBOOK and its postorder traversal yields GOOOBKOD. What is its preorder traversal?

DOGBOOOK

DOGOBOOK

DOOGOBOK

DOGOOBOK

SO

6. Which of the following statements about hash table is wrong?
A. Inthe average cases, search in a hash table is O(1).
B. Inthe average cases, insert in a hash table is O(1).
C. Inthe average cases, delete in a hash table is O(N).
D. An imperfect hash function may result in many collisions.

7. Which of the following statements about ARP is wrong?
A. ARP is used to build up a mapping table of [P addresses to MAC addresses.
B. ARP is a network protocol at the network layer of the OSI model.
C. ARP assigns a host an IP address dynamically.
D. An ARP cache is a collection of ARP entries that are created when an IP address is resolved

to a MAC address.
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8. Which of the following statements about malware is wrong?

A. A computer might be infected without connecting to a network.
B. PDF files may contain malware.

C. Image files may include malware.

D. Web browsing is safe and will not get infected by malware.

9, Which of the following statements about process scheduling is wrong?

A. FIFO scheduling may result long waiting time.

B. Round-robin scheduling has the shortest waiting time.

C. A very large time quantum in round-robin scheduling results in FIFO scheduling.

D. Round-robin scheduling is suitable for interactive systems as it has short response time.

10. If binary trees are represented in arrays, what formula can be used to locate the left child of node 1?

A, 2.

B. 2i+]1.

C. 2i-1.

D. None of the above.

%‘- 11~15 %E;m\ %E%EFE ' %‘E 4% °

11. A tautology is a compound statement which always results in Truth value. Which one(s) of the
following statements is(are) tautology(tautologies)?

A. (pAg)=>q
B. q->(p~Aaq)
C. pv(p—=>a)
D. qVvip—>q)

12. Logical inference is used to create new sentences that logically follow from a given set of predicate
calculus sentences (KB). An inference rule is sound if every sentence X produced by an inference rule
operating on a KB logically follows from the KB. A.rule is sound if its conclusion is true whenever the
premise is true. Which one(s) of the following rules is(are) sound?

A. Premise: p, p—~>q; conclusion: g

Premise: p, q; conclusion: p A g

Premise: p A g; conclusion: p
Premise: —— p; conclusion: p

oo w

13. Which one(s) of the following statements about time complexity is/are correct?
A. The average time complexity of search in a double-linked list is O(N).
B. The worst time complexity of insertion in a double-linked list is O(N).
C. The average time complexity of search in a binary search tree is O(logN).
D. The worst time complexity of search in a binary search tree is O(N).
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14. Given the C code below, which one(s) of the execution results is/are correct?

}

}

}

int main() {
intn,i,c=0;

printf("Enter a number: "};
scanf("%d", &n);

if (n<=1){
printf("The number belongs to N\n");
return 0;

for (i=2; i <=sqrt(n); i++) {
if(n%i==0){
ct+i;
break;

if (c==0){

printf("The number belongs to P\n");
}else {

printf("The number belongs to N\n");

return 0;

A.

B.

Enfer a number: 8

The number belongs to N
Enter a number: 7

The number belongs to P
Enter a number: 15

The number belongs to P
Enter a number: 17

The number belongs to P
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15. Mike is given an assignment to practice recursion. He has a fraction of code below. Which one(s) of
the following fill-outs is/are correct?
#include <stdio.h>

// Function that prints the reverse of the passed string
void reverse{char *str, int index, int n)

{

char temp;

// return if it reaches at the end of the string

// stores the char before recursive call

// calling recursive function

Ie

// printing each stored character while recurring back
printf("%c", temp);
y _

fnt main()

{
char a[] = "MIS@NSYSU is the best";

int n = sizeof(a) / sizeof(a[0]);

return 0;

}

If (index == n) return;
temp = str[index];
reverse(str, index + 1, n);
reverse(a, n, (1);

oowp

% 16~19 BREEE -
16. Please describe the procedure of Proof of Work consensus mechanism used in blockchain technology.
(10%)

17. Please write the Hanoi tower’s recursive function in C programming language:

void hanoi {int n, char A, char B, char C).
Suppose there are 7 disks in tower A with indexes I to », and we want to move all disks from tower

A to tower C. (20%)

18. What is the function of TTT. field in IP protocol? (10%)

19. Please describe the procedure of CSMA/CD method used in Ethernet. (10%)
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