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1. [Process Management: 20%]

PJ

(1) Explain the five possible states of a process. (5%)
(2) Explain two common models for inter-process communications. (4%)

(3) Let us consider five processes arriving in the order of P1, P2, P3, P4, and P5 at time O:
Process | Burst time Priority
P1 10 3
P2 1 1
P3 2 3
P4 1 4
P5 5 2

Show the turnaround time of each process based on the following scheduling algorithms: First-
come first-served, round robin (with quantum = 1), shortest job first, and non-preemptive priority
(where a smaller priority number indicates a higher priority). (8%)

(4) What is the many-to-one multithreading model? What are the two drawbacks of this model? (3%)

[Memory Management: 20%]

(1) What are the purposes of base and limit registers? (4%)

(2) Give the six steps to handle a page-fault event. (6%)

(3) Let average page-fault time and memory-access time be 80us and 240ns, respectively. What is the
expected page-fault rate if we want to get the effective access time smaller than 280ns? Give your
calculation. (5%)

(4) Suppose that it takes 35ns and 105ns to search TLB and access memory, respectively. If TLB has
95% hit ratio, what is the effective memory-access time? Give your calculation. (5%)

[Storage and I/0O Management: 20%]

(1) What are the two functions supported by a VES (virtual file system) layer? (4%)

(2) Consider a disk queue with requests for I/O to blocks on cylinders 103, 188, 42, 120, 7, 138, 76
and 87. Let the disk head currently stay at cylinder 65, and the maximum cylinder be 200. Show
the results of SSTF and C-LOOK scheduling methods. (6%)

(3) Explain seek time, rotational latency, and random-access time for disks. (6%)

(4) Explain the two major types of memory-mapped 1/O. (4%)

[Synchronization and Deadlock: 20%]

(1) Explain how the deadlock prevention scheme works. (8%)

(2) Give three requirements for any solution to the critical-section problem. (6%)
(3) What is the priority inversion problem? How to solve it? (4%)

(4) What is conflict serializable for a non-serial schedule? (2%)

[Security: 20%]

(1) How to launch an attack of stack and buffer overflow? (6%)
(2) Explain the two major types of symmetric encryption. (4%)
(3) Explain how the RSA algorithm works. (5%)

(4) How does the digital-signature algorithm work? (2%)

(5) What is an interrupt war caused by tunneling viruses? (3%)
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1. (20%)
The following figure shows the IEEE 754 standard for floating-point representation of both single-
precision (short) and double precision (long) formats to represent a regular floating number *1.f x2°
where 1.f is called significand and e is the exponent, and other special numbers.

Short (32-bit) format
[ EANNNNN SRR ANANNARAR AN NRER] |

Lij8blts, i 23 bits for fraclional part Lo
/’ .blns =127, (plus hiddon 1in Integer part)  ~>~<__
P 1-126t0127, e
§Slgn: Exponent ‘\‘ Significand \"\-\\
b drtos, T
'\\ . blas = 1023, \ 52 bits for fractional part -
1102210 1023 ; (plus hidden 1 In integer part) 5
IIIIIIIlIIIIIIIIIIHIHIIIIIIIIllllHHHIIIIIHIIHIIIIIHHIIII
l.ong (64-bit) format
single-precision (short) | double precision (long)
word width (bits) 32 64
significand bits 23+1 hidden 52+1 hidden
exponent bits 8 11
exponent bias 127 1023
Zero e+bias=0, f=0 e+bias=0, f=0
subnormal e+bias=0, f#0, e+bias=0, f 20,
represent 0./ x27?* | represent +0. f x 27
infinity (Zc0) e+bias=255,f =0 e+bias =2047, f =0

Not-a-Number (NaN)

e+ bias =255, f #0

e+bias =2047, f =0

ordinary number

e+ bias €[1,254]

e+ bias €[1,2046]

1.1 (2%) What is the binary representation of zero in the single-precision format? Express your answer
using binary format similar to x_xxexooor_xexooxxooxxxxxoco where x is either 0 or 1.

1.2 (2%) What is the binary representation of the decimal value -0.5 in single precision format?

1.3 (2%) What is the maximum magnitude of ordinary numbers (i.e., excluding infinity, NaN, and
subnormal numbers) in single precision floating-point representation? Express your answer in format
of x.xx---xxx2° where x e {0,1}and e is the decimal value of the exponent.

1.4 (2%) What is the minimum magnitude of ordinary numbers (i.e., other than zero) in single precision
floating-point representation? Express your answer in format of x.xx---xxx2° where x e {0,1}and e
is the decimal value of the exponent. :

1.5 (2%) What is the minimum magnitude of subnormal numbers in single precision floating-point

representation? Express your answer in format of x.xx---xxx2° where x € {0,1}and e is the decimal

value of the exponent.

1.6 (2%) What is the representable range of the single-precision floating-point numbers?

1.7 (2%) Is the distance between two neighboring single-precision floating-point numbers the same?
Why?

1.8 (2%) For a 32-bit two’s complement signed fixed-point representation with 16 integer bits and 16
fractional bits, is the distance between two neighboring numbers the same? Why?

1.9 (2%) Continued with the previous 32-bit signed fixed-point representation, what is the representable
range of the 32-bit signed fixed-point format?

1.10 (2%) In general, addition of two 32-bit fixed-point numbers can be finished in one clock cycle.
However, addition of two single-precision floating-point numbers usually takes more than one clock
cycle. Why? Hint: explain using the operat1ons 1nvolved in floating-point addition/subtraction.
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2. (20%)

2.1 (5%) A processor is busy with computation 40% of the execution time, and is waiting for I/O access
60% of the execution time. If we replace the processor with a new one which is 10 times faster than
the old processor, what is the overall speedup gained using the new processor assuming that the
percentage of I/O access remains the same in both processors?

2.2 (5%) If you want to achieve a speedup of 80 for a computation task using 100 processors running
concurrently, what fraction of the computation task can be sequential according to Amdahl’s law?

2.3 (5%) For an application program running on a multi-processor system with 32 processors, it takes
200 ns to handle reference in a remote memory. Assume that this application program always has hits
in the local memory except for remote memory access involving communication. Processors are
stalled on a remote request, and the processor clock is 3.3 GHz. Assume that the base CPI (cycles per
instruction) is 0.5 and all references hit in cache. How much faster is the multi-processor if there is no
communication versus if 0.2% of instructions involve remote communication, references? Hint:
compute the new CPI first. The speedup is the ratio of the two CPI values.

2.4 (5%) Assume that 25% operations of a computation task are floating-point operations and average
CPI (cycles per instruction) for floating-point operations and other operations are 4.0 and 1.33
respectively. Suppose that 2% of the floating-point operations in the task are floating-point division
which has CPI = 20. Assume that the two design alternatives are to decrease the CPI of the floating-
point division to 2 of the decrease the average CPI of all floating-point operations to 2.5. Compare
these two design alternatives using processor performance equation. Which design choice is better?
Why? Hint: compute the CPI values of different designs.

3. (20%)

A standard pipelined CPU contains five pipeline stages: instruction fetch (IF), instruction decode (ID),

ALU execution (EX), memory access (MA), and result write-back (WB). Assume that the critical path

delays of the five types of instruction operations IF, ID, EX, MA, WB are 20ns, 20ns, 50ns, 40ns, 30ns

respectively. ‘

3.1 (2%) What is the maximum working frequency of the above CPU?

3.2 (6%) Assume that a computation task contains only 100 instructions and there is no hazard for these
instructions, what is the throughput of this task? What is the total latency of ﬁmshlng executing this
task? What is the average cycle per instruction (CPI) in this task?

3.3 (4%) If we want to reduce the pipelined stages from 5 to 4 by merging some of the five types of]
pipelined operations mentioned above, what is the best design if the speed performance is the first
choice? And what is the maximum working frequency of the new design with four pipelined stages?

3.4 (4%) What is data hazard? Give an assembly language example to show one type of data hazard.

3.5 (4%) What is super-pipeline? What are the advantages and disadvantages of super-pipeline design?

4. (20%) Cache
4.1 (2%) How many bits in total (including the tag bits and valid bits) are required for a direct-map
cache with 16K bytes of data and 16-byte blocks, assuming a 32-bit address and one valid bit for
~each cache block?
4.2 (2%) Repeat the above problem for a two-way set-associative cache.
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4.3 (2%) Repeat the above problem for a fully associative cache.

4.4 (4%) Compare the advantages and disadvantages of the above three different cache designs. Which
one is usually used in the design of TLB (translation lookaside buffer)? Why?

4.5 (2%) The average memory access time (AMAT) per instruction can be expressed as

AMAT = time for a hit + miss rate * miss penalty
Find the AMAT for a processor with a 1ns clock cycle time, a miss penalty of 20 clock cycles, a miss
rate of 0.05 misses per instruction, and a cache access time (including hit detection) of 1 clock cycle.
Assume that the read and write miss penalties are the same and ignore other write stalls.

4.6 (4%) Assume the miss rate of an instruction cache is 2% and the miss rate of the data cache is 4%. If
a processor has a CPI (cycle per instruction) of 2 without any memory stalls and the miss penalty is
100 cycles for all misses, determine how much faster a processor would run with a perfect cache that
never missed. Assume the frequency of all loads and stores is 36%.

4.7 (2%) Suppose that in 1000 memory references, there are 40 misses in the first-level cache and 20
misses in the second-level cache. Assume the miss penalty from L2 cache to memory is 200 clock
cycles, the hit time of L2 cache is 10 clock cycles, and the hit time of L1 cache is 1 clock cycle. What
is the average memory access time? Hint: average memory access time = LI_hit time +
L1 miss rate * ( L2Z_hit time + L2 local_miss rate * L2 _miss penally ) where the
L2 local miss_rate is the number of misses in L2 cache divided by the total number of memory
accesses to L2 cache.

4.8 (2%) Continued with the previous problem, and assuming that there is 1.5 memory references per
instruction, what are the average stall cycles per instructions? Hint: average memory stall per
instruction = L1 misses_per instruction * L2 hit time + L2_misses per_instruction *
L2 miss_penalty

5. (20%)

5.1 (5%) What is the advantage of single instruction multiple data (SIMD)? Compare the differences
between SIMD in conventional CPU (Central Processing Units) and SIMD in GPU (Graphics
Processing Units)

5.2 (5%) What is control hazard? Propose a method to improve the performance degradation due to
control hazard.

5.3 (5%) What are the differences of spatial locality and temporal locality during execution off
computation tasks in CPU? Give two programming techniques to explain the differences.

5.4 (5%) What is static multiple issue? What is dynamic multiple issue? Compare the differences.

BAFMAHE
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1. [Basic Data Structures: 20%]

(1) Given a prefix expression “+ + (18) x (17) (16) x + x (15) (14) (13) (12)”, convert it to an infix
expression and calculate the result. (4%)

(2) What is simple uniform hashing? Given a hash table with m slots that stores » elements, what is
the expected time spent by a failed search if hash collisions are solved by chaining? (4%)

(3) Except that every node is either red or black, how do you make a binary search tree become a red-
black tree? (4%)

(4) Given n objects to be sorted, show the average-case running time of the following algorithms:
Heap sort, insertion sort, bubble sort, and quick sort. (4%)

(5) Given the adjacency matrix of an undirected graph:

A|B|C|DJ|E|F|S
A|lOoO] 11 {0][0]0]O
Bl1[O0O]|1}1]0]0]O0
cCi1 /10|11 ]1]0
D|O]1[1]0[]O0O]1]O
Efrojol1lo0oflol111
FlO[O|1]1]|]1]0{1
S{0[0]JO0|]O0O]1]1]O

Show the sequence of nodes that you visit by using breadth-first search and depth-first search. If]
there are multiple choices to select nodes, just follow the alphabetical order. (4%)

2. [Advanced Data Structures: 20%]

(1) Given a directed graph G = (V, E), what is its strongly connected component? (4%)

(2) Using a B-tree to maintain disk blocks helps reduce the cost of disk access. Why? (4%)
(3) What is the difference between a B*-tree and a B*-tree? (4%)

(4) What are the two properties of a binomial-heap? (4%)

(5) Consider a Fibonacci heap as follows:

The number in each node gives its key value. Suppose that we decrease key 50 to 18 and then
decrease key 37 to 7. Show the result of the revised heap. (4%)

3. [Process and Synchronization: 20%]
(1) What is a race condition? How to solve it? (4%)
(2) What is the difference between deadlock prevention and deadlock avoidance? (4%)
(3) When will you need to use a condition variable? (4%)
 (4) What is the difference between asynchronous and deferred cancellation of a target thread? (4%)
(5) What are the four common conditions to cause process termination? (4%)

BAFRAEHE
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4. [Memory and I/O: 20%]
(1) Give two benefits of using paging. (4%)
(2) What are the working set and trashing? (4%)
(3) What is the difference between external and internal fragmentation? (4%)
(4) What is the difference between synchronous and asynchronous I/0? (4%)
(5) What are the four common registers for an I/O device? (4%)

5. [Protection and Security: 20%)
(1) What is the principle of least privilege? How does Solaris 10 system implement it? (4%)

(2) What is the difference between a computer virus and a computer worm? (4%)
(3) Give two common solutions to deal with the setuid-on problem in UNIX. (4%)
(4) What are masquerading and replay attack? (4%)

(5) What is the purpose of authentication? What is non-repudiation? (4%)
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L.
1.

II.

All the following questions are multiple-choice questions.
(10%) You can expand the function defined by f(x)=x"+3, 0<x<3 in a Fourier series, a
cosine series, or a sine series. Please choose the correct answers.
(A) f(6) = 3 for Fourier sine series; (B) A3) = 12 for Fourier cosine series; (C) f{0) = 3 for Fourier
series; (D) f{-1) = 4 for Fourier sine series
(10%) Please determine which the following matrix is a diagonal matrix.
4 6 =2 4 6 -2 2 0 0 -1 -3 -9
@Aaij-r -1 1;,B|-1 -1 1|1 2 0|0 5 18
0 0 1 0 0 3 0 0 -1 0 -2 -7

(10%) Please select the right following description
AY 4 2 -3
@l 7
(B) If matrix 4 is diagonalizable, then the column of 4 are linearly independent.
(C) Every orthogonal set of ¥ must be linearly independent.
(D) If 4 is an orthogonal matrix, then 4 is symmetric
(10%) Please select the function which is with the largest period
(A) f(x)=cos5xcos3x; (B) g(x) =sin2xsin2x; (C) A(x) =sinSxcos4x; (D) g(x) = cos2x
(10%)There are six vectors shown below. Please determine the right description

0 0 1 0 1 1

— 1| = 1| = ]0] = o] = ]o|— |-1
= = {,v,= v, = v, = =

0 -1
J and B = [1 { ]have the same eigenvalues.

. —

(A) v, v5, v, are linear independent
(B) v, v4, v, are linear independent
(C) v, , vs, vg are linear independent

(D) v, v, , v, are linear independent

All the questions in the following group questions are multiple-choice questions.
You are a nature scientist dedicated to observing a special particle movement phenomenon.
Eventually, you find that the observing particle movement track belong to time x can be formulated
as f(x)=cos3x.
(10%) Your team leader ask you to analyze the result of the particle movement in the frequency
domain. You first decide to apply the Fourier Transform to do this job. Please select the right answer
after applying the Fourier Transform.
(A) 7(6(@-3)); B) 6(w—3)+5(@w+3);(C) #(6(w-3)+5(@+3)); (D)3 n(5(w—3)+5(w+3))
(10%) While receiving the signal, you adopt a circuit to process this signal. After your analysis, you
can model the circuit by using the following ordinary differential equation (ODE).

Y () +3y () +2(x) =%[5(x—3>+5(x+3>]

Please use the result in the previous problem and the symmetric property to solve the above ODE and
determine the right y(x).

(A) 7(6(@));

(B) 7(6(w~3)+5(w+3))-(—e™ H(x));

(C) (6@ +3)-5(w~-3)) - (—e ¥ H(x)+e ™ H(x));
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D) 7(5(w-3)+5(w—3))-(—e*H(x) + e H(x)) '
8. (10%) Now, you decide to transfer one signal s(x) (i.e., s(x)= P )and make the f{x) as the carrier

wave. Based on the modulation technique, you can create one new signal (x) containing the s(x) and
Sf(x). Please describe the formulation of the r(x) in the frequency domain.

2 .
(A) "(x)—m=

2 .
B) ”(x)—m,

2 2
= =3 41+
D) r(x) = —— 2

4+(w—3)* ¥ 4+(w+3)*

9. (10%) After your analysis, you find that it is not practical to analyze the phenomenon in the
frequency domain in the continuous time. Afterward, you decide to use Discrete Fourier Transform
(DFT) instead. Assume you sample the new created r(x) signal every 2 unit time and collect 4 data
from time zero (i.e., x are 0, 2, 4, and 6 sequentially.) If you know that the DFT can be formulated as

—i(k'%t)n

L-1
S[k]=Y S,e ,
=0

where the L is the length of the samples and the » indicates the sample number. Please select the right
following result of your analysis in the frequency domain after applying your derived DFT.
(A) So =%; (B) S] - e6l-4 +eéi+4; (C) Sz =%(612i_8 _{_6121'4-8); (D) S3 =%(e18i~12 +e-—18i+12)

10. (10%) To facilitate the DFT analysis, you decide to program a DFT code. Besides, you find that you
can adopt a matrix to perform this kind of transform. Please determine the proper Fourier matrix
below, which can transform a length-4 data sequence from time domain to frequency domain.

1 g% g% g%

~a) 1 e —iay e =2iwy,

(4)

—imy 1 e—3ia)0

(B) =3iw, e—3ia)0 O e—3iwo

[N

©)

T - =
QN ©

D)

Pt ek pd et
o
S
&
I
b
&
)
*
&
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There are 8 problems in this test. Note that you should write down detailed steps for the solution to each
problem; otherwise, no credits for that problem will be given.

1. A committee of 14 is to be selected from 10 men and 10 women. In how many ways can the selection
be carried out if
(a) [7%] there must be seven men and seven women?
(b) [7%] there must be at least eight men?

2. [10%] Verify that[(r e p)Alp e g Algen] o [(r=p) Al - @ A (g = )], for primitive
statements [p, [g, and .

3. Let [4, B be sets from a universe [U.
(a) [7%] Write a quantified statement to express the proper subset relation [Zl c B.
(b) [7%] Negate the result in part (a) to determine when ﬁ ¢ B.

4. (a) [7%] Consider an |97§ chessboard. It contains eighty-one [L X 1 squares and one |9—><_9 square.
How many [3 X 3 squares?

(b) [7%] Now consider an Jn X n chessboard for some fixed h € Z*. For[l £ k < n, how many e x Kk
squares are contained in this chessboard?

5. [12%)] Let [S be a set of five positive integers the maximum of which is at most 9. Prove that the sums
of the elements in all the nonempty subsets of S cannot all be distinct.

6. [12%] Given a nonempty language [A € Y%, prove that if[4Z = 4, then[i € A.

7. (a) [7%)] Find the coefficient of x®in|(1 + x + x2 + x3 + )17,
(b) [7%] Find the coefficient of pc®in|(1 + x + x% + x3 4+ ) forh € Z+.

8.[10%] Leti, d, p,q € Z withp,q > 0. Prove thatifc = d (mod q) and [p|q, then [ = d (mod p).
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There are 9 problems in this test. Note that you should write down detailed steps for the solution to each
problem; otherwise, no credits Jor that problem will be given.

1. A committee of 14 is to be selected from 10 men and 10 women. In how many ways can the selection
be carried out if
(a) [5%] there must be seven men and seven women?
(b) [5%] there must be at least eight men?

2. [10%] Verify that[(r o p)A(p & @) Alg & 1] = r=pAlp> 7) A(q = 1)], for primitive
statements @, ,and .

. o __%_ _ | paes
3. Let |4, B be sets from a universe U.

(@) [5%] Write a quantified statement to express the proper subset relation [Zl_ c B.
(b) [5%] Negate the result in part (a) to determine when [4 ¢ B.

4. (a) [5%] Consider anE X 9 chessboard. It contains eighty-one L X 1 squares and one 9 x 9 square.
How many B X 3 squares?

(b) [5%] Now consider an E X n chessboard for some fixedjn € Z*. For[l < k < n, how many [k x k

squares are contained in this chessboard?

5. [10%] Let E be a set of five positive integers the maximum of which is at most 9. Prove that the sums
of the elements in all the nonempty subsets of S cannot all be distinct.

6. (a) [5%] Fermat's Theorem. If @ is a prime, prove thatjg? = a(mod p) for each E EZ. o
(b) [5%] Euler's Theorem. For eachE €Z*,n > 1, and eachlg € Z, prove that if gcdg an) =1,
then g™ = 1(mod n).

7. (Algorithm points) In each of the following, [f : Z+ — R. Solve for f () relative to the given set|S,
and determine the appropriate \big-Oh" form for [f on

(a) [5%] V(l) = 5,f(n) = 6f(§)+ 6,n = 3,9,27,..,5 ={3]i € N}.
() [5%] (1) = 7,f(n) = f(2)+8n = 5251255 = (5] e W),

)

8. (Algorithm points) For each of the following pairs ja, b € Z*, determine @cdia,bi (by Euclidean
Algorithm) and express it as a linear combination of , b.
(a) [6%] 251, 1920
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(b) [6%]1371, 2587
(c) [6%] 1689, 6001

9. (Algorithm points) (a) [6%] Apply Dijkstra’s algorithm to the graph shown in the following Fig. 1 and
determine the shortest distance from vertex b to each of the other vertices in the graph.
(b) [6%] Find a shortest path from vertex g to each of the vertices a, b, and c.
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