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1. (10%) A double-sideband amplitude modulation (AM) transmitted signal can be expressed as

u(t) =2[1+wsin2zt]cos(2z £t +4,),

where f, is the carrier frequency and ¢, is the phase. Can a simple envelope detector perfectly detect

the message of 7 sin 2zt ? Explain your answer.

2. (10%) A binary PSK demodulation and detection receiver with a carrier phase error ¢, is considered,

and the error probability can be expressed as

where Q(x) =—\/;=J- exp (Tujdu Assume that the probability density function (PDF) of g, is
ﬂ- X

4

1 E . . s .
e2* . Decide the expression for the average error probability in an integral form.

p(¢e) = \/ﬁ%

3. (25%) If two equiprobable messages of 5 (t) and s,(#) are transmitted over an AWGN channel with

the noise power spectral density of N, /2, the error probability can be expressed as

Pe=Q(,/2‘jv ]

where d* =Jm (sl(z‘)—sz(z‘))2 dt . Now, we further consider the case that s(f)=u(f) and

s, (t) =u(t—1), where u(f) is shown in Fig. 1. Answer the following questions.

(a). (10%) Plot the diagram of an optimal matched filter receiver for the system. Explicitly label the

required parameters.

(b). (5%) Decide the error probability for the system.
u(t—1)- with probability 0.5

) . . Determine the optimum
u(t)  with probability 0.5

(c). (10%) Considef 5,(®)=u(t) and s,() ={

detection rule.

u(t) 4
1

o 1 3| 4,

-1

Fig. 1
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6.

(20%) A carrier-modulated signal of x(¢) = a(f) cos (wct + 9(1‘)) can be transformed into an equivalent
baseband signal, as shown in Fig. 2.

If x(¢) =sinc (1 0° t) cos ( 271 OGt) +sinc (105 t) sin ( 271 061‘) , answer the following questions.
(). (10%) Decide the values of w,, a(f), and 8(¢).

(b). (10%) Determine x5(¢) and x4(¢)

e Wl

x(f) —

()
L/

—— x,(0)

j.
| 1] 50 é [ 20

Fig. 2. Transform a passband signal to a baseband signal.

(15%) For a binary communication system shown in Fig. 3, the receiver obtains the two corrupted
signals, y1 and y»2, where two noises, n1 and na, are not necessarily Gaussian distributions. The
maximum a posteriori probability (MAP) receiver can be used to optimally detect the transmitted
signal s from the observed signals, y; and y», i.e., §= max p(s | 715 yz) . If n1 and n, are independent,
can the optimum decision be based only on yi (i.e., §= max p(sly, y2)=m?x p(s13))? Please

Jjustify your answer.

Ky > Vo

{s0,51} ’CP

hy

Fig. 3.

S—0

(20%) Denote x(r) and y(f) as the two bandpass real signals, and x,(#) and y,(¢) are the

corresponding lowpass equivalents with respect to the carrier frequency f,. Thus, they have the
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following relations in frequency domain:
X()=3 X =)+ 3 6 1)
and
Y= -+ T f =),
where X (f), Y(f), X,(f),and Y,(f), are the frequency responses of x(1), y(®), x,(¢), and y, (1),
respectively.
(@. (15%) Assume X, (f-f,) ad Y (-f-f,) do mnot overlap. Show that
.[: x(O)y()dt = %Re { J: x, Dy, (t)dt} , where Re{X} represents the real part of the complex
number X. Hint: Use Parseval’s relation J: x(O)y(t)dt = f: X(NY (fHdf .

(b). (5%) Prove that the energy in a bandpass signal is just one-half the energy in its lowpass

equivalent.
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(5%) Ninety students, including Vivien and Victoria, are to be split into three classes of equal size,
and this is to be done at random. What is the probability that Vivien and Victoria end up in the same
class?

29
A 5%

29
B) 557

1
©3
D) 35
(E) None of these

(5%) Suppose that M (t) is a moment-generating of some random variable. Which of the following is
also a moment-generating function of some random variable?
(A) M(t) + M(5t) ‘
B) 3M ()
©) ezt)M ®
Mt
) R
(E) None of these

(5%) Assume that a random X satisfies
E[X] = 0,E[X?] = 1,E[X3] = 0, E[X*] = 3,
and let -
Y=14+X+X2. _
Which of the following is the correlation coefficient p (X, Y)?
A)0 . .
(B) }
@3
e
(E) None of these

(5%) A defective coin minting machine produces coins whose probability of heads is a random

variable P with probability density function
_(pe?,  pE01]
- )= {O, otherwise,
A coin produced by this machine is selected and tossed repeatedly, with successive tosses assumed

independent. What is the probability that a coin toss results in heads?
1
A5 |

(B)p

(C) pe?

(D) e-2

(E) None of these
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5. (5%) Let X and Y be two random variables and g(Y) be a function of Y. Assume that

E[Xg(N)|Y] = g(V)E[X]Y].
Which of the following statements is correct?
(A) X and Y are independent
(B) X and Y are uncorrelated
(C) g(Y) is a constant
(D) g(¥) is a linear function
(E) None of these

(5%) Let X be a random variable with probability distribution function given by

f&x) =%e""'

Which of the following statements is wrong?
(A)E[X]=0

(B) Var(X) = 1

O P(Xl<su)=1-—-¢e

(D) The MGF of X is Mg(t) = —, for |t] < L.

1~-t2
(E) None of these

(5%) Consider two random variables X and Y with joint probability mass function:
Plx,y) | X=1 X=2 X=3
Y=-1 0.16 0.06 0.08
Y=0 0.16 0.08 0.16
Y=1 0.16 0.06 0.08
Which of the following statements is wrong?

(A)E[X] = 1.84

B)P(Y=0)=04

(O)E[XxY] =0

(D) X and Y are uncorrelated

(E) X and Y are independent

(5%) Consider two random variables X and Y with joint probability distribution function
flx,y) =ke™*% forx =0,y = 0.

Which of the following statements is wrong?

(A)k=6

(B) E[Y] =2

(C)E[XY] =1/6

(D) X and Y are uncorrelated

(E) X and Y are independent

(5%) Two fair and six-sided dies are rolled at the same time. Let A and B be the events:
Event 4 : “Sum of two dies is four”
Event B : “At least one die shows as one”

What is the conditional probability P(B|4) ?

(A)2/36

B)11/36

(C)3/36

(D)2/11

(E)2/3
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10. (5%) Let X be a random variable with probability distribution function given by
F @, x<-—2

(03, —2=<x<0

F®) =907, p<x<2

1, x=2
Which of the following statements is wrong?
(A) P(X = 0) = 0.4
B)PX>1)=03
O EX]=0
D) Var(X) =024
(E) None of these

_ > Faﬁ %‘;‘5"' :é:—TEEE:

1. (10%) The lifetimes of two light bulbs are modeled as independent and exponential random variables
X and ¥, with parameters 4 and g, respectively. The time at which a light bulb first burns out is
Z=min{X ¥}
Show that Z is an exponential random variable with parameter 4 + .

2. (15%) Let X and ¥ have joint probability density function given by f{x, ¥) =2 ¥ for g <x < v,
where A > 0. Find the probability density function of X + V.

3. (15%) Consider two discrete random variables ¥ and . The random variable X has probab111ty mass
function
x=1,

PR =x)= {ﬂé x=—1.
The conditional probability mass function of ¥ given X is given by:

5 y=2 0.2 =2
P(Y=y|X=1)=1{04, y=0,PF=yX=-1)= iu_ y=0
loa, y=-2 0.5, y=-2

(a) (5%) Find the marginal probability distribution function of ¥
(b) (5%) Find E[X¥]. Are X and ¥ uncorrelated? Please explain your reason.
(c) (5%) Find the probability P{X = 1|F = 0)

4. (10%) Consider a random variable X with probablhty distribution function:

FGx)=zxe 2 x=0
(a) (5%) Find the cumulative distribution function of X
(b) (5%) Let¥ = —Xz Find the probability distribution function of ¥.
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In the following, boldface capital and lower-case letters denote matrices and vectors, respectively.
For questions 1~3, please select the best answer from the choices provided. (£ %)
For questions 4~13, please provide both answers and justifications.

1. (5%) Suppose a 4 x 5 matrix A has rank 4. Then the equatlon Ax=b

(2) always has a unique solution.

(b) always has no solution.

(c) always has many solutions.

(d) sometimes but not always has a unique solution.
(e) sometimes but not always has many solutions.

2. (5%) Suppose a 3 X 5 matrix A has rank 3.

(a) The orthogonal complement of the range space of A is a 3-dimensional space.
(b) The null space of A is a 3-dimensional space.

(c) The column space of A is a 3-dimensional space.

(d) The kernel of A is a 3-dimensional space.

(¢) The orthogonal complement of the kernel of A has dimension 2.

3. (5%) Which of the following matrices is a linear combination of [g _21], [ 21 g], and [(?5 ;] ?
@[%, Jol Jof; ol Jeli 7]

4. (10%) Let A and B be 3x3 matrices with det(A) = 5, det(B) = 10, and det(A+B) = 60. Decide the

following values.
(@) (5%) det(A+A).
(b) (5%) det(A*B+AB?).

5.( 10%) Let A be an 2x2 real symmetric matrix

1
(a) (5%) Find Az.
T
(b) (5%) F(x) = %, find the maximum and minimum values of F(x) over the set of nonzero vectors

in R?,

6. (10%) Let dim(Z) denote the dimension of the vector space Z and rank(C) denote the rank of the

matrix C. Show that: .
(a) (5%) If X and Y are subspaces of a vector space V, then dim(X+Y)=dim(X)-+dim(Y)-dimXNY).

(b) (5%) rank(A+B) < rank(A)+ rank(B) where A and B are m x n matrices. (Hint: use the result in
(a))

7. (5%) Given the following matrix:
[ 2 1- i]
1+i 1 F
Determine whether it is Hermitian, unitary, singular and positive definite.

Please explain your reasons to each answer.
l
Fert0 FmE Em ow
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8. (5%) Let uy= (1,1,1D)7T, up=(1,2,2)T, uz=(2,3,4)".
(a) (2%) Find the transition matrix corresponding to the change of basis from [ey, €;, €3] to
[uy, uz, uz].
(b) (3%) Find the coordinates of (2,3,2)" with respect to [uy, u,, uz].

9. (10%) Suppose that A is a 5x3 real matrix of rank 3.Let W = ATA and S = AAT.
(@) (3%) Find the ranks of W and S.
(b) (3%) Explain why A = 0 is an eigenvalue of S.
(c) (4%) What is the (algebraic) multiplicity of the eigenvalue A =0 of S ?

10. (5%) Find the Jordan canonical form of

Jo1 ool
[0 0 1 OJ'
0 0 01

11. (10%) Let M be the vector space of all (3x3) real-valued matrices over the real field. Let T: M—M
be a linear transformation given by '
2 1 -1
1 2 11
1

-1 2

T(X) = AX, where A=

(a) (5%) Find a basis for the kernel of T.
(b) (5%) For each eigenvalue of T, find a basis for the corresponding eigenspace.

[ 1
2
22
23
24-
| 25

12. (10%) If K =

2
1
2
22

23
24-

22
2
1
2

22

23

23
22
2
1
2
22

24
23
22
2
1
2

257
24
23
22
2

1

. find det(K).

13. (10%) On P,(R), consider the inner product given by < p, ¢ >=/ 01 p(x)q(x)dx.
(a) (5%) Show that the basis (1, x, x?) is NOT orthonormal.
(b) (5%) Apply the Gram-Schmidt procedure to (1, x, x?) to produce an orthonormal basis of P,(R).
Note that P,(R) is the set of all polynomials of degree 2 with real valued coefficients. '
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1. (30%) Figure 1 shows an amplifier made of a single MOSFET that is biased with Ip = 0.5 mA.
Assume that all capacitors C1, Cz and C3 are large enough to act like shorted in the frequency band of
interest, and the parasitic capacitances of the MOSFET Q and the series gate resistance are negligible.
The transistor O has the device parameters: W/L = 80, 1n:Cox = 50 BA/V2, Vg =0.7 V, 1= 0.1.
(a)(20%) Draw the ac equivalent circuit. Determine the frequency (in rad/s) at which the amplifier
achieves the peak gain, and determine this maximum gain. (b) (10%) Find the bandwidth of the

amplifier (in rad/s). Note: Ip = %— Ly Co _V_i/'_ (Vas = Vo) (1+ AVps) for Q in saturation,

12V
200 nF 2082
lll .ﬁ' + VO
C] . i —-0
C 20kQ
Vsig ‘Rl .——|

5kQ ¥ 0.IlmH

Fig. 1 Fig. 2

2. (20%) Use the Barkhausen criterion to determine the values of R and C so that the Wien-bridge
circuit in Fig. 2 oscillates at 100 kHz.

3. (30%) (a) (20%) Determine the values of R and C in Fig. 3 so that the average power dissipation on
resistor R is maximized. (b) (10%) Calculate this'maximum power.

VDD=]- 5V

150k 2

vy o) 100

50 Q Cy
cos(104t) % 1 =C =R Vig € 150kQ -Vo
nE : 7.5kQ) To high

: impedance
— = = load
Fig. 3 Fig. 4

4. (20%) An emitter follower in Fig. 4 is used to drive a very high impedance. C1 forms a high-pass
filter with the divider resistances and the resistance looking into the base. Choose the value of Ci so

that the resulting cutoff frequency is 1 kHz.

R N yz
-
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1. (10%) (a) Explain Gradient, Divergence, and Curl. (b) Curl of a Gradient field, ¥X ¥¥ =0,
Divergence of a Curl, ¥- VX A= 0. Vs a scalar field, A is a vector field. 37,87 X 432 & % (why?) >

KA o

2. (10%) For a coaxial transmission line, Fig. 1, the capacitance per unit length is o275 [E} and the
b |m
In—
a

|

inductance per unit length is ¢'= f.‘°~+&1n2 [E} . At high frequencies, the internal inductance drops ’

8 27 a |m ~ |

off. Find the characteristic impedance of the coaxial line, z, = £ , at high frequencies. Please also |
cl

write down the unit of Z, i.e., what is the square root of (F/F)? What is the speed the wave travels in

the coaxial cable? You can find it by calculating velocity = \/;_ .
. c '

P

Fig. 1. Coaxial cable

3. (10%) In the following configurations, Fig. 2, assuming both grounds are perfect conductors, current
directions are as indicated (the solid arrows); the image current for both cases are shown. Using a, XH
=J, H is the magnetic field intensity on the ground, a, is the normal vector of the top surface of the
grounds, determine the direction of the currents on the top surface of the grounds.

solder A GND

| . /’
1Image current k- Image current
1

Fig. 2. Current relative to the ground.

Considering both the original current and its induced current on the ground, which one, left or right,
is likely to be an effective antenna structure, why?

4. (5%) Using the Method of Image, write down the potential distribution, ¥(x, y, z), for an observing
point P(x, 3, z) in the space, Fig. 3. The dielectric constant of the space is g. Q is a positive point

e =
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charge of Q Coul.

Grounded
_plane conductor

Fig. 3. A charge source Q above a ground.

5. (10%) F & Fig. 4 2 magnetic flux density B can be found as,

4

B = dg
Fig. 4. An observing point P near a current source /.
fifi 1t £ %]z B as a function of , 4o, and ag when L>>r. In cylindrical coordinate system,

V.B=li(r3r)+l?ﬂ+%, Show that V- B = 0.
¥ Or r 0¢p Oz

6. (5%) What are the permittivity ¢ and permeability u of Copper, a very good conductor? Provide your
reasoning.

7. (10%) Analyze the performance of a right-hand circularly polarized wave received respectively by
linearly or circularly polarized antennae.

8. (15%) As shown in Fig. 5, a waveguide filled with a material whose ¢, = 2.25 has dimensions a =2
cm and b = 1.4 cm. If the guide is to transmit 13.5 GHz signals, what possible modes can be used for
the transmission? Please respectively calculate the cutoff frequencies of the possible modes.
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9. (15%) According to Fig. 6, write the input impedance of the transmission line in differential special
cases.
(a) (6%) Open-circuit termination, and also plot the reactance-line length diagram
(b) (6%) Short-circuit termination, and also plot the reactance-line length diagram
(¢) (3%) Quarter-wave section
! z'=0

O_,

|l

z'

Q

——> Vel [l

r=atjf,Z Zy

—— Ve e ~
9,

O

Fig. 6

10. (10%) As shown in Fig. 7, calculate the average power transmitted into the infinite 150 Q line. The
M2 line is lossless and the infinitely long line is slightly lossy. (Hint: The input impedance of an
infinitely long line is equal to its characteristic impedance so long as the line is not lossless)

[1=05 1
50 Q k— —
I
v
: T
2V. Zy=50Q Z,=150Q—->
i O _9P1av

Fig. 7




