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L.

(

(50 %) Multiple Choice. Please mark the answers on your computer scoring answer sheet.

) (5%) True or false. The signal x() =sinc () is a power-type signal.
A. True. B. False.

) (5%) True or false. If ¥Y=3X+2, then H(¥|X)=0.Here, H(Y'|X) is the conditional
entropy of random variable Y given the random variable X.

A. True. B. False.

) (5%) True or false. A time-domain signal has a frequency domain representation that| .
can be obtained using Fourier transform.

A. True.  B.False.

) (5%) True or false. Frequency modulation is a nonlinear modulation while phase
modulation is linear.

A. True. B. False.

) (5%) True or false. The matched filter can maximize the signal-to-noise ratio (SNR) of]
the sampled signals even in COLOR noise environment.

A. True. B. False.

) (5%) True or false. Fig. 1 can be a regular autocorrelation function.

A. True. B. False.
R r)

o T
Fig 1.

) (5%) True or false. Consider a linear-time invariant system. If the input signal in time-
domain x(f)=e€* and system impulse response A(f)=55(¢), then the output signal
does not exist since the Fourier transform of x(#) does not converge.

A. True. B. False.
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8. () (5%) True or false. A conventional AM signal u(f) contains a large carrier component

in addition to the AM modulated signal, i.e., u(f) = 4, (1+m(t))cos(2zft+4,). The
message m(t) can be completely recovered by a envelop detector as m(f) is constrained
to |m(n)]21.

A. True. B. False.

9. ( ) (5%) True or false. A white noise process with power spectrum N, /2 passes the filter
with frequency response in Fig. 2. Then, the power of the filter output is N, /3.

A. True. B. False.

-1 0 4+ f
Fig. 2
10. ( ) (5%) True or false. For a real signal x(¢), its Fourier transform is also real.

A. True. B. False.

11. (15%) For a binary PAM system, the reccived signal is expressed as » =+/E, + N, where N is a
zero-mean Gaussian random variable with variance o . Assume the two signals are transmitted with

unequal probability P(am = \/E_b) =1/3 and P(a,” =-JE, ) =2/3.
(a). (10%) Decide the optimum threshold at the detector.

(b). (5%) Compute the average probability of error in terms of Q-function.

Hint: Q(x)= T;—;—Ije_Tdu .
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following questions.

answer.

frequency response of y(2).

p(®)

x(t) ——-»—xf—g—q H(jw)

(2). (10%) Find the Fourier transform of x,(f).

(e). (5%) How can you reconstruct x(?) from y(£)?

— )(?)

Fig. 3(a)

12. (35%) The system in Fig. 3(a) shows that a low pass signals x(f) with a bandwidth of w is sampled at
the Nyquist rate. The sampled signal is expressed as x, (t) = Z (-1)"x(nT,)6(t —nT,), where T, is
the sampling period. Assume the Fourier transform of x(¥) b’g&(}‘) given in Fig. 3(b). Answer the

(b). (5%) Can we reconstruct x(?) from x,(f) with a linear time-invariant system? Please justify your

(c). (5%) Can we reconstruct x(f) from x,(2) with a time-varying system? Please justify your answet.

(d). (10%) Assume A(f) be a bandpass filter with frequency response shown in Fig. 3(c). Plot the

H(f)

1
T
-1 -1
I, %TL 4

Fig. 3(c)
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1. (5%) Let S ={1,2,3,4} be a sample space of an experiment. If Gis the smallest field that contains
' the sets {1} and {2,3}, which of the following sets is also contained in G ?
@ 3}
® (4
© {1,3}
D) {2,4}
(E) {13,4}

2. (5%) Let X be arandom variable with probability mass function given'by _
()= x*/a, ifx=-3,-2,-1,0,1,2,3,
Px 0, otherwise.

What is the variance of X?
A 28

B) 14

© 9

D) 7

E) 1

3. (5%) Suppose that X and ¥ are random variables with the same variance o? . What is the
covariance of X —Y and X +Y?
(A) 0
B) 1
©) o
(D) 20
B) of

4. (5%) Let X be a random variable. Let M, (s) be the moment generating function associated with
X . Which of the following expressions cannot be M, (s)? ’ '

s

e
3-2¢°
1 1 1 1
B M ="¢ -5 S il 4s+_ 5s
(B) (s) 1€ T375° e

1 3 2 2

8
© My)=3575"335

e3s

1-2s
B) M=t
2-s

(A) My(s)=

(D) My(s)=

HEAA
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5.

(5%) A six-sided die is rolled three times independently. What is the probability that we obtain a sum
of 122

(A) 1/6

(B)1/18

(C) 1736

(D) 1/216

(E) 25/216.

(5%) Two coins are tossed simultaneously. If one of them turned head, what is the probability that
the other one also turn head?

(A) 0.1
(B) 0.25
(C) 0.5

(D) 0.75

(E) None of these

(5%) If the pdf of a continuous random variable is given as

~N_(x/2, 0=x=2,
fe0 _{ 0, otherwise,
what is the value of P(X = 1)?
(A) 0
(B) 0.5
©) 05
D) 1

(E) None of these

(5%) If a continuous random vaciable X has the pdf

1 1
[ =15 @ <x<e
what is its mean?
(A) 0
(B) 1
€ =

D) In(1+n)
(E) None of these

(5%) If a continuous random variable X has the pdf
1 _x
f(x):—z—e_f, x = 0.

Which of the following statements is wrong?
(A) P0sx=<2)=¢"?

(B) E[X]=2

(C) var[xX]=8

(D) TheCDFof X is

N
Fix)=1-¢72, x=0.
(E) None of these
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110. (5%) Consider two i.1.d. random variables X, and X, with Poisson distribution:

;{ke—/‘l

P(X;=k)= R kE=0123,....
Which of the following statements is wrong?
(A) The mean of X; is A

(B) The variance of X; is 4

(C) The moment generating function of X;ise
(D) X, + X, is Poisson distributed

(E) None of these

Alet-1)

S

1. (10%) Consider two discrete random variables X and Y with joint pmf:

Px,y) | X=—-1] x=0 | X=1
Y= 0.15 0.15 0.1

Y = 4 0.05 0.1 0.15
Y=6 0.1 0.15 0.05

(a) (5%) Are X and Y independent? Prove it or disprove it.
(b) (5%) Are X and ¥ uncorrelated? Prove it or disprove it.

2. (15%) Consider a random variable X with pmf:
04, x==%£1,
Px=0={y, .o

Given ¥ = x, the conditional distribution of a random variable ¥ is Gaussian with N(x, 1).
() (5%) Find the marginal distribution of Y.

(b) (5%) Find the conditional probability PX =1y =1).

(c) (5%) Find the conditional mean E[X|Y = 1]

3. (10%) An exponential random variable has a PDF of the form
Ae ¥, ifz>0,
zZ)=
1(2) { 0, otherwise,
where A is a positive parameter. Suppose that X and Y are independent exponential random
variables with common parameter A. Please find E[max(2X,Y )]

4. (15%) Let X bearandom variable that takes nonnegative integer values, and is associated with a

moment generating function of the form

2 344> +2*
MX(S)=§'___3—_—85——'

(2) (5%) Find E[X].
(b) (10%) Find E[X | X # 0].
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For each of the following questions, please select the best answer from the choices prov1ded (i)
You do NOT need to provide any justification.

1. (5%) Which of the following statement is False?
(A) If an augmented matrix [A b]is transformed into [C d] by elementary row operations, then the
equations Ax = b and Cx = d have exactly the same solution sets.
(B) If a system Ax = b has more than one solution, then so does the system Ax =0
(C) If matrices A and B are row equivalent, they have the same reduced echelon form.
(D) If A is an m x n matrix and the equation Ax = b is consist for every b in R™, then A has m

pivot column.
(BE) If A is an m X n matrix and the equation Ax = b is consistent for some b, then the columns of

A span R™,

2. (5%) Which of the following statement is False?
(A) If A and B are row equivalent m x n matrices and if the columns of A span R™, then so do the
columns of B.
(B) In some cases, it is possible for four vectors to span R®,
(C) If u and v are in R™, then —u is in Span{u, v}.
(D) If A is a 6 X 5 matrix, the linear transformation x — Ax cannot map RS onto R®,
(E) A linear transform is a function.

3. (5%) Which of the following statement is False?

(A)If A and B are m x n, then both ABT and A™B are defined.

(B) Left-multiplying a matrix B by a diagonal matrix A, with nonzero entries on the diagonal, scales
the rows of B.

(C)If BC = BD, then C = D.

(D) If AB = BA and if A is invertible, then A™'B = BA™%,

(E) An elementary n X n matrix has either n or n + 1 nonzero entries.

4. (5%) Which of the following statement is False? :

(A) If B is formed by adding to one row of A a linear combination of other rows, then
det(A) = det(B).

(B) det(ATA) > 0.

(C) If A® = 0, then det(A) = 0.

(D) det(—A) = — det(A).

(E) If A is invertible, then det(A) det(A™*) = 1,

5. (5%) Which of the following statement is False?
(A) If B is obtained from a matrix A by several elementary row operations, then rank(B) = rank(A)
(B) Row operations on a matrix A can change the linear dependence relations among the rows of A.
(C) A change-of-coordinates matrix is always invertible.
(D) If A is m x n and linear transformation X — Ax is onto, then rankA = m.
(E) If A is m x n and rankA = m, then the linear transform x ~ AXx is one-to-one.
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6. (5%) Which of the following statement is False?

9.

10.

(A) If A is invertible and 1 is an eigenvalue of A, then 1 is also an eigenvalue of A~
(B) If A contains a row or column of zeros, then 0 is an eigenvalue of A..

(C) Each eigenvector of A is also an eigenvector of A2,

(D) Each eigenvalue of A is also an eigenvalue of AZ.

(E) Eigenvectors much be nonzero vectors.

(5%) Which of the following statement is False?

(A) There exists a 2 x 2 matrix that has no eigenvectors in R?.

(B) If A is diagonalizable, then the column of A are linearly independent.

(C) A nonzero vector cannot correspond to two different eigenvectors of A.

(D) If A and B are invertible n x n matrices, then AB is similar to BA.

(E) If A is an n X n diagonalizable matrix, then each vector in R™ can be written as a linear
combination of eigenvectors of A.

(5%) Which of the following statement is False?

(A) Two eigenvectors corresponding to the same eigenvalue are always linearly dependent.
(B) Similar matrices always have exactly the same eigenvalues.

(C) The matrices A and A” have the same eigenvalues, counting multiplicities.

(D) Each eigenvector of an invertible matrix A is also an eigenvector of A .

(E) If A is similar to a diagonalizable matrix B, then A is also diagonalizable.

(5%) Which of the following statement is False?

(A) If A is orthogonally diagonalizable, then A is symmetric.

(B) If A is orthogonal matrix, then ||Ax|| = ||x|| for all x in R™.

(C) By a suitable change of variable, any quadratic form x” Ax can be changed into one with no
cross-product term.

(D) The largest value of a quadratic form xT Ax, for ||x|| = 1, is the largest entry on the diagonal of
A.

(E) If P is an n X n orthogonal matrix, then the change of variable x = Pu transforms x’ Ax into a
quadratic form whose matrix is P"'AP.

(5%) Which of the following statement is False?

(A) The set of all vectors in R™ orthogonal to one fixed vector is a subspace of R™.

(B) If {v1, V2, vs} is an orthogonal set and if ¢y, ¢o, and ¢ are scalars, then {c, vy, cova, c3V3}is an
orthogonal set.

(C) If a square matrix has orthonormal columns, then it also has orthonormal rows.

(D) If a vector y coincides with its orthogonal projection onto a subspace W, then y isin W.

(E) If a matrix U has orthonormal columns, then UU? = 1.
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11. (10%) The dimension of the subspace
a—3b+ 6¢
H= f_“;;fdd ca,b,c,d €R
5d

is

A) 1.

(B) 2.

(©) 3.

D) 4.

(E) 5.

12. (10%) Let
4 -3

— ; k
A= 4 1.9 .Ask — oo, we obtain A
-5 =175
(A)[ 10 1.50 }
[ -75 —5
®| 10 150 }
[ —5 1.50
©| 10 -5 J
[ 1.5 —.75
®) 10 250 }
-5 —.75
(E)[ 10 1.50 }
13. (10%) Let J be the n X n matrix of all 1’s, and consider A = (a — b)I + bJ; that is
a b b ... b
b atb ... 0»b
A=|b b a ... b]
b b b ... a

Then the eigenvalues of A are
(A) a+b,and a+ (n—1)b.
(B) a —nb, and a + nb.

(C) a—b,and a+ (n—1)b.
(D) a — 2b, and a + nb.

(E) a+b,anda— (n— 1)b.

R
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14. (10%) The determinant of
[3a =7 8 9 -6
o 2 -5 7 7

A=]0 0 1 5 0
0 0 2 4 -1
0O 0 0 -2 0

is

(A) -11a.

(B) -12a.

(C) -13a.

(D) -14a.

(E) -15a.

15. (10%) Let A and B be 4 x 4 matrices, with det A — —1 and det B = 2. Then,
det B 'AB + det ATA + det 2A -
(A) -12.
(B) -14.
(C) -16.
(D) -18.
(E) -20.




