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1. (20 %) For each of the following statements, mark “O” if the statement is TRUE and “X” if the
statement is FALSE. You do NOT need to provide any justification.

@ ( ). The fixed points u of a transformation T' (u) =Bu are eigenvectors with its eigenvalue
being one.

() (). The setofall vectors of the form (3a+b+1, 24, b) is a subspace of R3,
(¢) ( ). The dimension of Span {e’,es’,Ze’ +3e” ¢ —2e3’} is 4.

(d (). The eigenvalues of a square matrix must be distinct.

i 2i
() ( ). Lettwo vectorsbe u=|6|and v=|0|. Then, ulv.
2 1

2. (10%) Let A and B be 3x3 matrices with det(A) = 5, det(B) = 10 and det(A + B) = 60. Decide the
following values. ' '

(a) det(A+A).
(b) det(A’B+ AB?).
p(=1)
3. (20%) Define T:P,—R?® by T(p)=| p(0) | where p(t) in P, can be expressed as
@)
p(t) = at? + bt + c.
(a) Find the image under 7" when p(f)=6+2¢.

(b) Show that T'is a linear transformation.

(c) Find the kernel of 7.

(d) Find the matrix for T relative to the basis {1, ¢, 1} for P,. (This means that the matrix will act on
the coordinates of p).

4. (10%) A square matrix is called upper triangular if all the entries below the main diagonal aré ZEero.

The product of upper triangular matrices is

(a) lower triangular matrix,

(b) upper triangular matrix,

(c) diagonal matrix.

Please select the best answer and you do NOT need to provide any justification.
5. (10%) Which of the following is not a linear equation of (21,22, 23)?

(a) =1 +4zy+1=13

(b)y ;=1

(€) 1 +4zy — 223 = V4

@) 1+ 4330 — V23 = V4

Please select the best answer and you do NOT need to provide any justification.
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@ (1,2,-1)).
(b (1, 1/2 ~1).
() (1,-2,~-1).

(d) (17 1/21‘1)-

1 2 3
7. (10%)If A = { 1 2 4 Jand det(A) = 0, then rank(A) is
~2 —4 -9
(a) 0.
(b) 1.
() 2.
(d) 3.

8. (10%) Let vy, va, v3, v4 be four different vectors in R®. Then
(a) they must be linearly independent.
(b) they must be linearly dependent.
(c) they must be either linearly independent or linearly dependent.
(d) none of the above hold.

Please select the best answer and you do NOT need to provide any justification.

Please select the best answer and you do NOT need to provide any Jjustification.

Please select the best answer and you do NOT need to provide any justification.
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1. (Totally, 10 pts) The conditional probability density of X provided that the continuous event V has
values between y and y +dy is given by
2xy+a
a’(y+

Whe1e a is a constant and the probability density of Y is given by
()= or0s <,

Py X Y)=—F—= fOIOSXSa

Please find the conditional probability den51ty function p,,(y|x), i.e., the conditional probability

density function of ¥ provided that the continuous event U has values between x and x+dx.

2. (Totally, 10 pts) Let Z, and Z, be independent and have exponential distribution with density Ae™*

for z> 0. Define X = Z,and ¥ = Z, + Z,Z,. Please find E[E[Y|X |

3. (Totally, 15 pts) Markov Inequality is expressed as follows. Let ¥ be a non-negative random
variable with finite expectation E[Y]=7, then, for any a >0,

PiY >a}<,
(4

() (5 pts) Please prove Chernoff Bound using Markov Inequality. Note that Chernoff Bound is
given by, for a random variable X',

sX
P{X>a}sE[iz ], fors >0
e

(b) (10 pts) The characteristic function of a Gaussian random variable X distributed as N (,u,crz) is
given by : '

0‘20)2

=
JH —

, @, (a’> =e
Please find the Chernoff Bound for the above Gaussian random variable.

4. (Totally, 15 pts) Let X and Y be independent random variables each Poisson distributed with

parameter 4.
" (a) (5 pts) Find the probability mass function of X +1.

(b) (5 pts) Find the distribution function of mm(X Y )
(¢) (5 pts) Find the conditional probablhty P(Y = le +Y=2) for y=0,1..

5. (Totally, 15 pts) Consider a random variable X with the following PDF
p(z) =2z%, for 1<z <1
(a) (5pts) Plot the cumulative distribution funct1on (CDF) of X
(b) (5pts) Find the expectation E[X]
(¢) (5pts) Find the variance of X
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L, X=1Y=
i X=1Y=4
P(X,Y) = P Yoy
P o Xooy-

(a) (5pts) Find the conditional probability P(X|Y = 2).
(b) (5pts) Find the conditional expectation E[X |V = 4]

(d) (10pts) Find the correlation coefficient between X and Y.

following questions.

X = f~Y(U), where
f(z) = / p(v) dv.

oo

(¢) (Spts) Are Xand Y independent of each other? Please prove your answer.

6. (Totally, 25 pts) Let X and ¥ be two random variables with the following joint PMF:

7. (Totally, 10 pts) Let U be a random variable uniformly distributed between 0 and 1. Answer the

(a) (Spts) For any strictly increasing function f : R — [0, 1], find the CDF of X = f ).
(b) (5 pts) Given any random variable X with PDF p(z), show that X can be generated by




BrdLAS 102 2EEREEALEHBEFRAA

#8444 mREH [BRmALET el A% ¢ 437005
AR BREERL TTR, ERTER Mg HiEx#H) #£2R%1R

1. [20] Signal Constellation and Decision Boundaries
For the QAM signal constellation shown in the following figure, determine the optimum decision

boundaries for the detector, assuming that the signal to noise ratio (SNR) is sufficiently high so that
errors only occur between adjacent points.

2. [20] Random Process
Please prove that if the input to a stable linear time-invariant filter is a wide-sense stationary random

process, then the output of the filter is also wide-sense stationary.

3. [20] Characteristic Function and Gaussian Random Variable
The characteristic function of a random variable X is defined as the statistical average:

E(™) =y (k)= [ " p0ds. |
A. [10] Find the characteristic function of the Gaussian random variable.
B. [10] Show that the sum ¥ of N independent and identically distributed (i.i.d.) Gaussian
random variables, X, i =1,2,...,N, is a Gaussian random variable.

4. [20] Phase/Frequency Modulation
For the message signal m(¢) shown in the following figure:

A. [10] Please draw a diagram to illustrate the phase modulated wave.
B. [10] Please draw a diagram to illustrate the frequency modulated wave.

mif) slope « = 1 voli/s

time ¢
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3. [20] Fourier Transform:

exp(—at)u(r)= atjonf

+l, >0
where sgn(r)=40, =0,
-1, <0

a > 0, where u(¢)=

transform of a double exponential pulse is given by: exp (—a[r[) =

A. [10] The Fourier transform of a decaying exponential pulse is given by:

, >0
—;-, t=0. Please show that the Fourier
0, <0
2a
a+ (2% I )2 ’

B. [5] Please show that the Fourier transform of a signum function is given by sgn (z‘) =

C. [5] Please find the Fourier transform of a unit step function u(z‘)

a>0.

hjnf’

Property

Mathematical Description

Linearity

ag, (z‘)+bg2(l‘)\:‘aGI (f)+bG, (/)
where g and b are constants.

Time scaling

g(a)= iG(—f—), where g is a constant,
a

Ial

Duality Ifg(r) = G(f), then G(t)=g(-f).
Time shifting g(t=t,)= G(f)exp(~-j27 ft,).
Frequency shifting exp(j2zft)g(t)=2G (f-1.)
Area under g(7) .[: g(t) dt= G(O).

Differentiation in the time domain

d .
Ez—g(t);\ﬂﬂfG(f).

Integration in the time domain

[ & df;\_ﬁe( f)+995( f).

Conjugate functions

fg(r)=G(f), then g' (1) =G (1)

Multiplication in the time domain

& (e ()= [ G A (f-2)da

Convolution in the time domain

[ & (r)e. (1=)dr = G, ()G, (7).

Rayleigh’s energy theorem

[le@fe=[|o(r)far




