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1. Given the following matrix: (12%)
[ 2 1-n
1+i 1]
Determine whether it is Hermitian, unitary, singular, and positive definite. Please explain
your reasons to each answer. '

2. Consider the following 3 X 3 matrix A

2 -1 0
A=|-1 2 0
0 0 2

(1) Find the eigenvalue decomposition of A (8%)

(i)  Find a matrix L such that LLT = A (5%)
(iii)  Find the singular values of the matrix L (5%)

3. Consider three vectors :

1 0 1
0 0 , 1
u, =|—1|, u, =10}, u; =1}
1 1 1
1 : 1 1
(1) Apply the Gram-Schmidt process to u, uy, u3 to form a set of orthonormal bases.

(5%)

(ii)  Find the orthogonal projection of a vector b = 2 -1 3 1 1]T on the
space spanned by uy,uz,uz. (5%)

(iii)  Find the QR decomposition of (5%)

1 0 1
0 0 1
U=|-1 0 1
1 1 1
1 1 1

(iv) Findasolutionof x = [X1 X2 X3]7, such that ||[Ux — b|[|? is minimized.
(5%)
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4, (15%) Let t: .‘Pz 4 :’DZ be

ag + a;x + a,x? _
- (5aq + 6a, + 2a,) — (a; + 8ay)x + (ag — 2a,)x>.
Find the eigenvalues and the associated eigenvectors of the map t.

5. (10%) Show that if the set {u, v, w} is linearly indepchdent set then so is the set
fuu+v,u+v+wh

6. (15%) Show that matrices of this form are not diagonalizable.

[é ﬂ,cio

7. (10%) T is said to be positive definite if (T(x),x) > 0 for all x # 0. Let T and
U be positive operators on an inner product space V. Prove
(i) (5%) T + U is positive definite.
(i)  (5%) If c > 0, then cT is positive definite.
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(15 %) For each part, if the statement is true, please write a circle (“0”). If the statement is|

wrong, then mark it as (“x). You do NOT need to provide any justification.
(@) (5%) ( ) Let X, Y be independent random variables, both uniformly distributed

on (-1/2,1/2). Then X +Y is uniformly distributed on (-1,1).
(b) (5§ %) ( ) Assume X, Y be independent random variables, both normally

distributed with parameters (z, o) being (2,3%) and (-2,4%). Then X + Y is normally |
distributed with parameters (0,52).
(€) (5%) (). Let the joint density function of X, Y be f(x,y)= iexp(-(xz + yz))
T

for x> 0, y > 0, and zero otherwise. Then X and ¥ are independent.

(10 %) Assume a random variable X is uniform on (0,L). Decide the probability of which
X L-X
L-X' X

) X L-X 1
P| min — <=1
L-X X 3
(15%) Consider two random variables X and Y” with the joint distribution

f(xy)= ce” ™) | o6 < x,y < 0. Please decide
@ (%) c

b) (5%) P(Y>O|X>l);
v/

new  variable min( ) is less than 1/3. (ie., calculate

(©) (5%) E(XY|Y=r).

=

(10%) A random variable X is uniform on (-2,3). If Y= -X* + 4, find the distribution of .

(15%) Given any two real-valued random variables X and X3 with finite second moment.
Here, E{-} takes the expectation with respect to X1 and X. If the statement is true, please
write a circle (“0”). If the statement is wrong, then mark it as (“x”). You do NOT need to
provide any justification.

@ % () EXX)) <E{XE{X3};
® % ( ) E{aXi+oXe}# clE{X;} + coE{ X2}, where ¢; and ¢; are

constant values;
© % ( ) E{(G+X2)?} SE{XT}+E{X3}.

(15%) Let Y be a binomial distribution with parameters 7 and p; i.e., the probability
distribution function of Y is given by P(Y =y) = (0)p¥(1 —p)" ¥,y =0,1,2,--- ,n.
Please find ’

() (5 %) the mean of ¥,




(b) (5 %) the variance of ¥/,
(c) (5 %) the probability generating function of Y.

. (10%) The joint probability density function of the random variable (X1, X2) is given by
_J ez 4 ) 0<zi <29 <1,
f(@1,22) = { 0 otherwise.

Are X and X stochastically independent? Why?

. (10%) Let X and V" be independent normal random variables with zero mean and unit
variance. Find the value of E{X?Y + XY? + X?Y?}, in which E{-} takes the expectation
with respect to X and Y.
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1. [20] Matched Filter: Prove that if a signal s(¥) is corrupted by AWGN, the filter with an
impulse response matched to s(#) maximizes the output signal to-noise ratio. .“The
maximum SNR obtained with the matched filter is SNR, =— L a’t = ]2\/_3

O
2. [20] Hilbert Transform: The Hilbert transform is given by ;c(z‘) 1 j dr Prove
S )

the following properties:

A. [5)If x(t)=x(~r), then x(r)=-x(~t).

B. [S]If x(r) =~x(-t) then x(r)=x(~1).

C. 5] [ x(e)x(r)de=

D. [S]If x(r)=sinayt, then ;(I) = —cosw,t.

3. [20] M-ary PAM Modulation: The M-ary PAM signals can be represented geometrically
as M one-dimensional signal points with value s, = ‘/%ag 4,, m=12,.,M ,where &,
is the energy of the basic signal pulse g(f). The amplitude values may be expressed as
4 =2m-1-M)d, m=12,..,M . On the assumption of the each signal has equal
probability,

A. [5] Find the average energy.

B. [10] Calculate the average probability of a symbol error for M-ary PAM.

C. [5] Please use the result in Part A to show the probability of a symbol error for
rectangular M-ary QAM. (M =2, kis even)

4. [20] Band-Pass Systems: Consider a band-pass system. The time domain received signal

is y(r)= ﬂox(r)h(t—r) dr , where h(t):Re[iz(t)exp(ﬂﬂfct)} is the impulse
response of a bandpass filter and ;z(z‘) is the complex impulse response of the bandpass
filter.

A. [8] Please show that H(f) =%[H’(f—-]‘c)+ﬁ* (—f_f“)jl , where H(f) and
H(f) are Fourier transform of %(r) and h(t), respectively.
B. [12] Please show that y(t)= —;-i?(z) xx(t), where x(¢) and y(¢) are the complex

envelope of the band-pass input and output, respectively.
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5.

[20] Fourier Transform: (Hint: You may use the attached properties of the Fourier
transform.)
-

L —ter<d
A. [5] Find the Fourier transform of the rectangular pulse: g(t) = E 2
0, = > )

B. [5] Find the Fourier transform of the doublet pulse g, (¢) shown in Figure (a).‘ :
C. [10] Find the Fourier transform of the triangular pulse g, (r) shown in Figure (b).

20

A

gol8

-4

(@)

-7 0 T
)

Properties of the Fourier Transform

Property .

Mathematical Description

Linearity

ag, (1) +bg, (1) =2 aG, () +bG,(f).

Time scaling

f

g(at)= ﬁTG(ZJ, where ¢ is a constant.

Duality Ifg{t) =G(f), then G(r) = g(-f).
Time shifting g(t—t,)= G(f)exp(~j27 f1,).
Frequency shifting exp(j27ft)g(t)=G(f - 1.)-
Area under g(f) J: g(t)dr=G(0).
Differentiation in the time domain %g(l) = 27 fG(f).
Integration in the time domain L g(7) dr=-— ! G(f)+ G(0) 5(%).
j2nf 2

Conjugate functions

Ifg(t)==G(f).then g"(t)=G"(-f).

Multiplication in the time domain

g (e ()= [ G (A)G(f-2)da

Convolution in the time domain

& (2):(t=7)de =G, (1) G, (f)-

Rayleigh’s energy theorem

Cle@fa=[|c(r) 4.
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