RSP SPE SV 8 o S R e
B RER [AKEFE] £/ 78

)

(1) Show that for any r > 1, E[|X|"] < oo if and only if

S~ " Pr(|X]| > n) < co. (15%)

n=1

(2) Suppose that X,, — X and Y, — Y both in probability.
Prove or disprove: X,, + Y, — X 4+ Y in probability. (10%)

(3) Let X be a random variable such that Mx(t) = Ele™] is
finite for all £. Show that

- Pr(X >a) <e®Mx(t), t>0. (10%)

(4) Suppose that X and Y are random variables. If X? and Y?
are independent. Are X and Y necessarily independent? (15%)

(5). Supp@se that {X,} converges.in digtribution to X. For each
p > 1, prove or disprove: E[|X,[P] — B[|X[?]. (15%)

(6) Let X,,, n = 1,2, ..., beiid. random variables with Pr(X; =
n) = Pr(X; = —n) = ¢(nllogn)t, n = 3,4,..., where ¢ =
252 ,(n%logn) ']l Let S, = X3+ Xg+ --- + X, Does
S, /n — 0 in probability? Does S,/n — 0 almost surely? (20%)

(7) Let 1 < p < o0, X,, € L?, and X, — X in probability.
Show that if {|X,|?} is uniformly integrable then X, — X in
LP. (15%)
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1. Let X and Y be independent N(0,1) random variables, and define a new random
variable Z by

o X HXY 0,
T Yex ot wveg

(a) Show that Z has a normal distribution.
{b) Show that the joint distribution of Z and Y is not bivariate normal.

2. Let Xj,...,X, be a random sample from the pdf
1
Flolpo)= Ee‘(‘”““‘)/", p<z<oo 0<o<oo.

Find a two-dimensional sufficient statistic for (u, o).

3. Let X,..., X, be iid with pdf
f(xw):é-, 0<z<8, 650,

Estimate # using both the method of moments and maximum likelihood. Calculate
the means and variances of the two estimators. Which one should be preferred and

why?
4. Suppose that we have two independent. randorn samples: X,,..., X, are exponential(d),
and Yi,..., ¥, ate expmnentlal( ). : '

(a) Find the likelihood ratio test (LRT) of Hy : 8 = p versus H, : § # p.
(b) Show that the test in part (a) can be based on the statistic

P Bt
TEX Y

(c) Find the distribution of T when Hy is true.

5. (a) Find the 1 ~ « confidence set for @ that is obtained by inverting the LRT of
Hy : a = ag versus H; : a # ap based on a sample X;,..., X, from a N(8,af)
family, where # is unknown.

(b) A similar question can be asked about the related family, the N (6, a6?) family,
If Xi,...,X, are iid N (6, a8?), where 0 is unknown, find the 1 — o confidence
set based on inverting the LRT of Hj : e = aq versus Hy : a # aq.
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B L R POTLRE L aiig 4 %
B RiEMF [R%Zza)

#2 A% 17

Entrance Exam for the Ph.D Program of Scientific Computing

Six questions with the marks indicated.

1. (10) For numerical methods, take one kind of numerical methods,

(a) Give the definitions of convergence and stability, (b) What are the differences between
convergence and stability.

2. (10) Prove the Schwarz inequality:

.'ﬂ n T
[ wail= e
= =i e

Note that you can not use the formula: (z,y) = |lz]| |||l cos(z,y) to prove the Schwarz
inequality.

3. (15) To seek a root of z = F(z), choose the substitution iteration: x4 = F(zi), k=
0,1,... Suppose that |F'(z)| < 1. (a) To prove the solution existence. (b) To derive the error
bounds. -

4. (15) Consider the initial value problem of ordinary differential equations (ODEs),
y' = flz.y), =2 0; y(0) = yo.

Give the midpoint scheme, derive the local errors and provide stability analysis.

5. (15) Choose the central and the trapezoidal rules to evaluate the integral f: f(z)dz.
Suppose that f”(z) exists and f"(z) > 0 (or f"(z) > 0). Prove that the numerical values by
the central and the trapezoidal rules are just the upper and lower bounds.

6. (35) Solve the linear algebraic equations Az = b, where the matrix A € R™*™ and vectors
z € B™ and b € R™. For the perturbation equations A(z + Az) = b+ Ab, where Ab € R™ and
Az € R". '
(a) To prove the bound,

|Axl| Il Ab]
< Cond x ——,
llzll — llell
where
Cond =
Continued
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(b) To prove the bound,

iA) bl
T

where b
e = ]

TminllZ]|

In the above equations, ||z|| is the 2- norm, and gmez and opin are the maximal and the
minimal singular values of matrix A; respectively.

end

i
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Answer all of the following questions. Each carries 20 points.

1. (a) Prove that every convex function f : [0,1] — R attains its maximum value
at either 0 or 1.

(b) Prove that every convex function f : [0,1] — R is continuous on (0, 1). What
can you say about the continuity of f at the endpoints 0 and 17

2. (a) Let f be a positive measurable function defined on R. Show that there is a
sequence {f,}, of simple functions such that f,(z) monotonically increases to
f(z) everywhere. :
(b) Let f be a monotone (increasing or decreasing) real-valued function defined
on [a,b]. Prove that f is continuous everywhere on [a, b} except possibly for

at most countably many points.

3. (Baire Category Theorem) Let X be a complete metric space and {X,: ne N} be
a countable collection of closed subsets of X such that X = {J, X,. Prove that at
least one of X;,’s has non-empty interior. '

7 4. An extended real valued function f : R — [~o0, +0o0] is said to be lower semi-
: i ' ) 7‘5 ~00 aﬂd fly) < lxmmfw_u,y f(z). Show the

(a) Let f(y) be finite. Then f is lower ‘semi_continuous at y if and only if given
e > 0, there is a § > 0 such that f(y) < f(&) + € for all z with |z — y| < 4.

(b) A real valued function f is lower semicontinuous on (a, b) if and only if the set
{z € R: f{z) > A} is open for each real number ).

(c) A lower semicontinuous real valued function f defined on {a, b] bounded from

below assumes its minimum on [a, b).

(d) (Dini Theorem) Let {f,}. be a sequence of lower semicontinuous functions
defined on [a,b]. Suppose f.(z) monotonically increasing to 0 for all z in
[a,‘_.;f_)]. Then f, converges to zero uniformly on [a, b].
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5. Let I =[0,1] and @ = I x I. Define f : @ — R by

-

if y is rational and z = ,p,¢ €N such that
flz,y) = the greatest common factor (p, ¢) of p and ¢ is 1,
0 otherwise. :

(a) Is f integrable over Q7 If yes, compute f, f.

(b) For each fixed z, compute the lower Riemann integral _f_y T f(z,y) and the
upper Riemann integral fye o FlT ).

(¢) Show that fye ; f(z,y) exists for z in J — D, where D is a set of measure zero
in1.

(d) Verify Fubini’s theorem for [, f.

End of Paper




