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Do all problems in detail. 20 points for each problem. (06/02/2005)

(1) Let L' be the space of random variables with finite mean, and
L? be the space of random variables with finite variance. Give
and prove the inclusion relation between these spaces. Also,
show that the inclusion is strict.

(2) State and prove the Borel-Cantelli lemma.

(3) Let {X.}, n = 1,2,..., be a sequence of random variables

with finite second moments. Suppose that X,, — X in L?, i.e,,

E(X, - X)) —o.

(i) Prove or disprove: X,, — X in probability.

(ii) Prove or disprove: The second moments of X, converge to
that of X.

(4) Let {X,}, n =1,2,..., be a sequence of random variables
that satisfies v/n(X,, — pu) - N(0,0?) in distribution. Prove or
disprove: X,, — p in probability.

(5) Suppose that the conditional (given N) distribution of X is
X5n, where the distribution of N is Poisson (). Calculate E(X)
and Var(X).
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LA cdl Fx is slochastically greater than a cdf Fy il Fy(t) < Fy(f) for all ¢ and
Fx(t) < Fy(t) for some t. A family of cdfs { F(z|8),0 € (;)) 1s stochastically increasing
in 0if & > 0, = F(z|0,) is stochastically greater than F(z|g,).

(a) Prove that if X ~ Fy(x|0), where the sample space of X is {0, c0) and Fx(z|0)
is stochastically increasing in 0, then Fy(y|#) is stochastically increasing in 8,
where ¥ = 1/X.

(b) Prove that il X ~ Fy(z|f), where Fx(x|0) is stochastically increasing in 4, and
0 > 0 then Fx{x|}) is stochastically increasing in .

2. If (X,Y) has the bivariate normal pdf

J(zy) = W exp (2(1—:1%(2:2 - 2pzy + yz)) :

show that Corr(X,Y) = p and Corr(X2,Y?) = p2,

3. Suppose X, X,,... are jointly continuous and independent, each distributed with
marginal pdf f(z), where each X; represents annual rainfall at a given location.

(a) Find the distribution of the number of years until the first year's rainfall, X,, is
exceeded for the first time.

(b) Show tha( the mean number of years until X, is exceeded for the first is infinite.
4. Let Xy,..., X,y be iid Bernoulli(p), and define the function i(p) by

)

the probability thal the first n observations exceed the {(n + 1)st.
(a) Show that

h(])) =r (Zxa > X
i=1

, - v i X > X
T(Xy, . o, Xnat) = { 0 othérwise

is an unbiased estimator of h{p).
{b} Find the best unbiased estimator of h(p).

on

Suppose that Xj,..., X, are iid with a bela(y, 1) pdf and Yy,..., ¥V, are iid with a
beta{0,1) pdf. Also assume that the Xs are independent of the Vs,

(a) Find an LRT of Hy : 8 = ¢ versus H, : 8 # p1.
{L) Show that the test in part (a) can be based on the statistic
T = E ]og X,'
log X+ log ¥y

(¢) Find the distribution of 7' when Hj is true, and then show how Lo gel a test of
size & = .10.
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(20%) 1. State and prove Baire's Theorem.

(20%) 2. If A C [0,2%} and A is measurable, prove that

lim,._.m[ cosnzdr = lim,‘_.m] sinnazdz = 0,
A A

(20%) 3. Suppose ;(X) < oo, {/a} is a sequence of bounded complex ineasurable functions on
X, and [y, — f aniformly on X. Prove that

hm"ﬂm./x f,ld;czfxfd;z.

(10%) 4. Let @y, a,, ..., @, be positive numbers, Show that
1/n 1
(0102"'0'") S ;(al+¢12 + . - - an)-

(10%) 5. 11 X is compact and f: X — (—o00,00) is upper semicontinuous, prove that f aitains
its maximum at some point of X.

(20%) 6. Let {f.} be a sequence of continuous complex functions on a nonempty complete metric
space X such that f(z) = limf,(z) exists (as a complex number) for every z € X.

(a} Prove thal there is an open set V # ¥ and a number M < oo such that |fulz)] < M
forallz €V andforn=1,2,3,....

(b) If ¢ > 0, prove that there is an open set V # @ and an interger IV such that '
[f(z) - fu(@)] S eifz €V andn > N.




B SL Y KB B B o dg 4 23k
FBHAKYE (RRFHEEE]

r/ nxl =

#6-# Z(Combinatorics) June 2005

F R BEPARLE ARSI -

I. Let [7]be the set of all r-subscls of {1,2,...,n} and K(n,7) be the

Kneser graph with the vertex set[7]and the edge set {AB: A,Be [[Jand

AMB=¢}. _
(a) Prove that IK(n,1) is vertex transilive. (10%)
(b)Prove that il n> 2r then K(n,r) is connecled. (10%)
(c)Is Pelersen graph a Kneser graph? (10%)

2. A graph G=(V,E) with n vertices is I--Ial:nillonian-connectcd i cvery
two vertices of G arc connected by a Hamiltonian path. Prove that if
[E=(rn~1)(n=2)/2+3 then G is Hamiltonian-comnected. (20%)

3. Show (hat there cxists an orientation D of a graph G such that the
difference of indegree and outdegree of each verlex in D is 1,0, 0r-1.
(15%)

4. A graph G is self-complementary if it is isomorphic to its complement.
Prove that if a graph G with # vertices is self: -complementary then the
chromatic number y(G)< (n+1)/2. - (20%)

5. How many different inleger solutions are there to the equation
Xitx2tx3taeatas=30 with 0< xi < 6 for i=1,2,3,4,5 7 (15%)




