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1. Show that if X is a continuous random variable, then
min ElX —a| = E|X - m|,

where m is the median of X.

2. Let X be a random variable with moment-generating function Mx(t), ~h <t <h
Prove that P(X > a) e Mx(t), 0 <t < h.

3. Find the pdf of [T, X;, where the X;s are independent, uniform(0, 1) random vari-
ables.

4. Let Xy,..., X, be a random sample from a population with a pdf

_J /8 0<z<#8
Ix(@) = { 0 otherwise

Let X(jy < -+ < Xy be the order statistics. Show that X(y/X(, and X(ny are
independent random variables. .

5. Let Xy, ..., X, be lid N(p, %), Find a function of $2, the sample variance, say 9(5%),
that satisfies F[g(5?)] = o.

6. Let Xy,..., X, be a random sample from the pdf f(zfu) = e~ where —00 <
<< o0 :

(a) Show that X(y) = min; X; is complete sufficient statistic.
(b) Use Basu's Theorem to show that Xy and 52 are independent.

7. Let X;,..., X, be a sample from the inverse Gaussian pdf,

12
Jedin ) = (5}) exp{-A(@— W)}, &> 0

Find the MLEs of ;» and A.

8. Suppase that we have two independent random samples: Xy,..., X, arc exponential (),
and Yy,..., ¥, are exponential(sz). Find the LRT of Ho : 0= pversus Hy : 0 # p.

9. Derive a confidence interval of p for a random sample X,..., X, from Bernoulli(p)
by inverting the LRT of Hq : p = pg versus H; : p Po-
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(20 poiuts for each problem)

(1) Assume that ¥ is an L random variable, that is F{|¥|7)} < co, for some p > 0,
and {X,} is a sequence ol random variables such that P(|X,| < V) =1, flor all
n. 2 1. Prove that il X,, converges to 0 in probability, then X, converges Lo 0 in
.

(2) If B(%) = 0,5(2% ="v? and E(Z"Y = k' > 0, then P(Z>0)2> 41:1

(3) Let Xy, X3, -, X, be independent random variables with common mean 0 and
variatce 6f, k = 1,2, -+, n, respeclively. Prove that for-any ¢ > 0

P(mozicreal Sl > ¢) < Z_'

fad

(4

Ry

Let 7, be a # random variable with » rlngtoes of [reedom, with the [ollowing
densiby function

r(e!) 1

(%) Ven(l+ t2/v)ern/2

Prove thal the density function ol T, can be writlen as as the following mixture
of normals:

—o0 < 1 < 00,

Irt) =

I, (1) = /nm d(tv/v)w(va)ds

where ¢(-) is the probability density function of N(0, 1), and

VI -1 o2,
w(s) F( /2 2::/2

Verily this lormula by direct integration and by conditional probability.
(5) Lel ¢(y) be a positive, even, and continuous function on (—eco,c0) such that

$(y) is slrictly decreasing on (0,00), and [°°_ ¢(y)dy = 1. Consider the lollowing
bivariate density Tunction:

L+a/e(y), if —d(y) <z <0
fEy) =1 1-=/é(y), 10<a < ly)

0 otherwise.

Let F'(x, ¥} be the corresponding cumulative distribulion function,

Flz,y) = / /v S (s, t)dids.
Show that il 0 < Az < (0}, then

F(Da,0) - F(0,0) > /:"'(A”) [OA[ 5 Ydedt > An/) (Ar)'

d»(’)
where ¢! is the inverse fiunction of ¢(y) for 0 < ¥ < oo. Also show thak
01 (x,y)/ 9% does not exist at (0,0).
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Twenty points for each problem. Please write down all the detail of your computation and
proof. )

Let v be a simple root of noulinear equation f(z) = 0 where f(z) is smooth. Apply the
Newton method to find y. Show that this Newton iteration converges quadratically if the
initial guess is sufficiently close to v. What happens if 7 is a double root?

- (1) Find the linear polynomial p(x) on [0, 1] such that (@) = Valloo = sup |p(e) — V) is
7€l0,1)

minimal.

(2) Find the quadratic polynemial ¢(z) on [=1,1] such that [lg(z) —e|l, = () lolm) — e 2yt
is minimal.

- Let A be a rank deficient m x n matrix with 7 > n. How to nse (1) QR with colummn pivoling,

(2) singular valie decomposition to obtaiu the least squares solution ol Ax = b? Explain why
they work?

- Let T be an nx n matrix and v be an n dimensional colnmn vector. Prove that the ilorative

method x®) = Tx® 1 v converges if, and only if, the spectral radins p(T) < 1. Please
provide the detail for all theorems you use in the proof.

- (1} Derive the Euler's method 6o solve the initial value problem of ODEs

{ v =Fty(t), tefab)

y(@) = 1w
with local truncation error,

(2) Apply the Buler method to solve

{Lf(f-)= W, ey

y(0) =10

and compare Lhe munerical solution to the exacth solution. What goes wrong?




ER A ST PISEER XY, NN P ey ]

#FE o (REZHEER) - K — R

1. A subset A of a topological space is said to be nowhere dense if the
closure of A has empty interior. (30 %)

{a) Show that aset A is nowhere dense if and only if every non-empty
open set has"d non-empty open subset disjoint from A,

(b) Show that a closed set is nowhere dense if and only if its comple-
ment is everywhere dense.

(c} Show that the boundary of & closed set is nowhere dense.

2. Show that a compact metric space is separable. ) . (10%)
3. Use residues to find the following integral (20%)
/'°° cos2xdy

-0 IZ "— 21’ —" 2‘

4. Show that for any m € N, the sequence {(1 +R)* k€ N} is increasing
and bounded above. Show that the sequence converges bo a real number
$(m) and show that p(m) = (p(1))™. (20 %)

5. Let H be a real Hilberl space and K be a closed convex cone in H. Let
T: K - H and onsider the following two problems:

(VI) Find © € K such that {T'r,y—2) 2 0 Yy e K.

(CP} Find # € K such that (Tg,2) = 0 and T% € K* where (' =
fveH: (ny >0 Yye Kk}

Show thst z solves (V1) if and only if z solves (CP). (20%)
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- Let O(G) be the set of all orientations of the graph G and (D) be the
length of a longest directed path in the digraph D. Prove that the
chromatic number of G is min {{D): DeO(GY +1. (20%)

- Suppose G is a bipartite graph with the maximum degree k. Prove that
the chromalic index of G is k. (20%)

- Suppose G be a graph v‘vi{h 1 verlices, (-1} (n-2)/242 edges and n>3,
Prove that G has a Hamiltonian cycle. (20%)

- Let x(G,k} be the chromatic polynomial of the graph G.
(a) Find y(C,.k) where C, is 2 cycle with n vertices. (10%})
(b) Lel G be an outerplane graph wilh n vertices and each region of G

be either a (riangle or a Hamiltonian cycle. Determine (G ).
(10%)

- Prove (hat, for cach integer k>3, there exists a graph G with the
chromatic number at least & and the girth at lcast 4. (20%)






