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1. Evaluate .
1
lim %/ " g7 dx.
a-3co (n — 1)1 Jo
2. Let X,,..., X, be random variables, each being normally distributed with mean zero and variance

1. Find the maximum and minimum possible values of the variance of
Y=X,+ -+ X,

where n > 2 is fixed.

3. A die is volled until all 6 faces have appeared at least once. Let X be the number of rolls needed.
Find E[{X] and E{X?|.

4. The lunction )
. ——
O = T ma

s a characteristic function of a probability density function f(z). Find f(z) for all z.

5. Consider a sequence of random numbers and let M denote the first one that is less than its prede-

cessor. That is,
M=min{n:U, <Uy < < U,_; > U,}.

Find
{a) the probability mass function of M.

(b) the expectation of M.
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1. Show that if (X,Y) ~ bivariate normal(sy, piv, 0%, 0%, p), then the following are true.
(a) The marginal distribution of X is N(ux,c%) and the marginal distribution of ¥ is N(uy, 0%},
(bj The conditional distribution of ¥ given X =z is |
N(py + ployfox)(z — px), 0% (1 — o).
(c) For any constant ¢ and b, the distribution of aX + b} is

N(ajix -+ buy,a’ay + bPa% + 2abpoxoy).

2. Given that N = n, the conditional distribution of Y is x2,. The unconditional distribution of ¥ is
Poisson(f).

{a} Calculate E[Y] and Var(¥'} {unconditional moments).

{(b) Show that, as § = oo, (¥ — E[Y])/\/Var(Y) — n(0,1) in distribution.

3. Let Xi,..., X, be iid with pdf
fElfy=602"", 0<z2<1, 0<é<oo

{(a) Find the MLE of 8, and show that its variance — 0 as n — 0.

(b) Find the method of moments estimator of §.

4. Show that for a random sample X, ..., X, from a n{0,o?) population, the most powerful test of

Hy 10 = 0y versus H| : ¢ = ¢y, is given by

noa) 1 YR X
¢(§X=')‘{o if T, X <e

For a given value of v, the size of the Type [ Error, show how the value of ¢ is explicitly determined.

5. Let Xy,..., X, be a random sample from a Bernoulli(p).

{a) Derive a confidence interval for p by inverting the likelihood ratio test of Hy : p = pp versus
Hy: p# .
{b) Show that the interval is a highest density region from p¥(1 — p)*7v.
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. Let X he a cappact Hanscdortt space and C{X) be the space of
cemtintions fmetions on X. Prove that C{X) is finite dimensionnl
i X ix finite,

. Lot {X.d} be o metric space and A, B are snbests of X We say that
A B ave sepeated it ANclD = dAn B = {clS=closre of 5} A st
E C X s connected if F is pot the mion of bwo wonempty sepeyated
sels,

. Prove that disjoint open sets are seperated,

. Fix p€ X. 8> 0. Show that A= {ir & X :d(w.p) < )} and
B ={ré& X d{r p)>d} are seperated,

- Prove that cvery congtected metric space with at least two points is

anconsalde (Hiont: use (h)).

. Let X he vector space over B and A is a convex subset of Xo A sulwet
E of K is called an esbreme subset of Kt (1) £ is convesc aud '
nonepty sl (2) iFr =ty + (1 =1z withm e E. gz € Kok 1 20
then .2 € E. A point r € K is an exdreme point of K if E = {o} & an
extreme sabset of K. Let ext{) = The set of extreme points of 1

. Show that (2) ju the definition of extreme set can be replaced by fhe

following slatentent:

. 1 .
It r = %y + -2-: withr & E. y,2 € K, then .z € E.

I, Show that if E is an extreme subset of K and Fis an extreme sabset of
E. then F s an extreme subset of i
. Lot 2 X —— B he lnear and Kny and Ky be subsets of & where /
achioves iis maximm and mininam on K, respectively. Show that.
when nonempty, Koy aid Ry ore extreme subsets of I
d. Use {¢) to prove the Carathéodory theorem:
Let I 2 8 be a compact convex subset. of R, then ext{) # # and
every point of A can be written as a couvex combitation of some 1 1
extreme points of I (Hink: use indnetion on ).
4. What ¢ you say abant an entire funetion f whose range is inside the
set {2 el + |y > 1})7
5. Is floy=¢"+ oVE periodie {z € €)? Prove your answer, Warning: the’
period of f.if exists. may not be veal.
6. Deseribe the set
1 1
.
e[ <1 ==z, zeC
3= T2
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1 {17 points). Let G be a graph with mk edges. Prove that if G is k-edge colorable, then there

is a k-edge coloring f of G in which every color class contains exactly m edges.

2 {17 points). A homomorphism from a digraph G to a digraph H is a mapping f : V(G) = V(i)
such that f(z)f (yi is an arc of A whenever 77 is an arc of G. Let 1‘_"),, be the transitive tournament

on n vertices, i.e., T, has vertices zg, 2y, - -, Tn—1, in which Z;%} is an arc iff and only if i < j. A
directed walk of length n in a digraph G is a sequence vp, vy, - - -, v of {not necessarily distinct)
vertices of 7 such that Z;v;;] is an arc for i = 0,1, - -, n—1. Prove that there is a homomorphism

from a digraph G to ’1_",: if and ouly if G has no directed walk of length n.
3 (16 points). Prove that if a cubic graph G has a Hamilton cycle, then G is 3-edge colorable.

4 (16 points}. Prove that an r-regular bipartite graph can be partitioned into k-regular bipartite

subgraphs if and only if & is a factor of 7.

5 (17 points). Prove that a graph G is a forest if and only if every pairwise intersecting family

of paths in G has a common vertex.

6 (17 points). The Ramsey number R{p, q) is the least integer n for which the following holds: If
the edges of K, are colored by two colors, say red and blue, then there is either ared /i, (ie., a K,

as a subgraph of K, all of its edges are colored red) or a blue I{;. Prove that R(p,q) < (”:EIZ).




