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N.5.Y.5.U. Ph.D Entrance Exam for Applied Math (probability) 89.6.17.

25 points for each of the following problems

1. Let X and {/\,.}” ., be 1a11dom variables. Consider the following three state-

ments:

(i) X, converges to X in distribution as n tends to co.
(ii) A%, converges to X in probability as 1 tends to co.
(iii) .\, converges to X almost sure as n tends to co.

Answer the following questions:

(a) Prove that (iii)implies (ii).

(b) Prove that (ii) implies (i).

(c} Give a counter example that (ii) does not imply (iii).
(d) Give a counter example that (i} does not imply (ii).

2. Suppose that {2, 7,P} is a probability space, {4,}>°, C F.
(&) prove that P(liminf, .o A,) < liminf, .o P(A4,) < limsup, . P(A,)
< Pllimsnp, _ o, An). '

(b) Find an exammple of {4,},7 so that P(liminf, .. A,) = 1/3 but lim inf,_, ., P(An)

=2/3.

{c) Show that if the probability measure P is replaced by an ar bitrary measure

U then U{liminf, .o A,) < liminf, e U(A,) is still true,

(d) Give a counter example that limsup,_,, U{A,) < U(limsup, ,_, 4,) is not nec-

essary true.

3. (a) Suppose X}, X,,.., X, are L.i.d. random variables with mean 4 (without

loss of generality we may assume that p = 0) and finite fourth moment. Let
S, = £iX.. Prove the strong law of large number that S,/ converges to O

almost sure.

(b) If we only assume that F{X}) < co iu (a) then the strong law of large number
is also true but the proof is more complicated. Follow the follwing steps to

complete the proof:

(i) Cousider the sequence 2t 5 ") y...Use Chebyshev’s inequality and Borel-

104"
Cantelli Lemnma to show that S,,,z/n tends to 0 almost sure when 7 — co.

(i} Consider the distance function D, defined by

Dy = mazyecpemin?|Se — Spel-
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Prove that

E(D} < ((n-1) - TJ.QJE(XIQ). (2)

(iif) Use Chebyshev’s inequality and Borel-Cantelli Lemma to show that D,/n?
tends to 0 almost sure as n — oo,
(iv) Express |8, /k| as

Sk, _ Sp2 D,
e (3)

¥ n? <k < (n+1)%. Prove that Sk/k tends to 0 almost sure as k — co.

4. (a) Suppose that (0, F, u) is an arbitrary measure space and f, {f,}>7 are
measurable functions defined on (2,7, u).

State any 3 theorems (or results that you know) such that lim,_., Jo = [ a.s.
implies liny, . [ fudu = [ fdu. ,

(b) Prove any one of the theorems (or the results).
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N.5.Y.5.U. Pi.D Entrance Exam for Applied Math (statistics) 89.6.17.
/ég There are 5 problems and each problem has its scores

1. 5% (a) State the Central Limit Theorem for the i.i.d. case.

10% (b) Suppose that /\I, X2,..., X5 are i.i.d. Poisson P()) random variables with
mean A\ = 3. Find P{L}® X; > 40}.

10% (c) To study whether to build the fourth nuclear power plant in Taiwan,
a survey is needed. Suppose a sample X, X, ..., X, of size n is collected where
each -X; is binomial b(1,p) and the parameter p is unknown. X is the best estima-
tor of p. What is the minimum size of n if more than 95 % confidence is needed
to guarantee that the estimation is within 3% (it means: P{|X —p| < 0.03} > 0.95).

2. Suppose the random variable X is binomial b(r 7, belongs to Q= {1/2,2/3,3/4)}.
Answer the following quesi.mns

5% (a) If we observe X = 5. What is the maximum likelihood estimate of o8

10% (b) To test Hy: p = 1/2 against ) : p=2/3 or 3/4 with type I error @ = 0.10.
If we observe X = 5, should we reject Hy or accept Hy?

3. Suppose that /Y],;\z, - Xy are Li.d. nortal N(j,1). To estimate s

10 % (a) Prove that the Cramer-Rao lower bound for any unbiased estimator is
412 /.

10 % {b) Prove that T(X) = X2 - L js UMVUE (uniformly minimum variance
unbiased estimator) for p?. Find the variance Var(T(X)).

4 Suppose that /\I,XQ are i.i.d. normal N(0,1). Answer the following questions:
% (a) Find the distribution of the random variable X;/X,.
10 % (b) Let Y7 = X7 + X3, Y = X;//Yi. Prove that Y; and Y; are independent.

5. Suppose that X}, Xy, ..., X, are i.i.d, r.v's with distribution F{z) and Y3,¥3,...,Yim
are Li.d. r.v’s with distribution G(y). To test the hypothesis Hy : F(x) = Gx)
for all 2 against the alternative H, : F(z) # G(x) for at least one a. Suppose we
use Wilcoxon rank test that we give rank % to the k-th order statistic in the
combined samples.

10 % (a) Let W be the total rank for the ¥ samp]es Find the mean and variance
of 1V under fHy.
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10 % (b) Suppose in an international software design competition, Taiwan sends
12 competitors and the scores are 46,88,79,95,82,92,100,49,64,68,77,85. Main-
land China also sends 12 competitors and the scores are 74,58,62,46,55,60,88,
90,45, 57,60,61. Test if the performance of Taiwanese competitors is superior to
that of Mainland competitors. (type I error is 0.05).
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Answer all of the following questions.

1.

Let f be monotone (increasing or decreasing) on {a,b]. Prove that f is

integrable on [a, b].

. Prove that if [ is a real function on a measurable space X such that

{z € R : f(z) > r} is measurable for every rational r, then f is

measurable.

.Let1<p<ooa.ud%+i=1.

(a) Define the notion of bounded linear functionals of L?[0,1].

(b) Prove that if g € L7[0, 1] then the linear functional

M) = [ fodm, 1e .

is bounded, and compute its bound || M]|.

(c¢) State, without proof, Riesz representation theorem for bounded

linear functionals of L?[0,1].

. Let f be a real-valued measurable function on a measure space (X, A, i1).

Show that

(a) If B is the class of sets B in R such that ff(B)eAthenBisa

o—algebra which contains the Borel sets.

(b) If »(B) := p(f~1(B}) for all B in B then v is a measure on B.

. Let X be a complete metric space and {0, : n € N} a countable

collection of dense open subsets of X. Prove that [, O, is dense in X.

End of Paper
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B 1. (25points) Suppose G is a connected graph. Let o/(G) denote the size of a 7
5 maximum matching of G, and B(G) denote the size of a minimum vertex covering of 5
B G. Prove that ]
i * 20/(G) > B(G). ]
» If G is bipartite then o' (G} = (G).
i 2. (15 points) Let .V be an n-clement set. A mapping f: A — Ais called fiz point R
free if for every z € A, F (2) # z. How many fix point free one-to-one mappings are
101, there ? ' 110
L 3. (15 points) Prove a connected graph with n > 2 vertices has at least two vertices i
which are not cut-vertices.
4. (15 points) Prove that if a graph G has minimum degree 3(G) = [V(G)]/2, then -i
G has a Hamilton cycle. i
L 3. (13 points) Let G' = (V, K) be a graph, and let Gy = (V, £,), G, = (V, Ey) be J
a decomposition of ), Le., G, Gy are two subgraphs of G, where B, N E, =@ and
151 EYUE; = E. Prove \(G) < X(G1) x x{(G3). 15
L 6. (15 points) Prove that a graph is bipartite if and only if G contains no odd cycles. -
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