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. Let X and Y be independent random variables with density function

[ )
‘ 2r forl<z <l
)= { 0 otherwise.

Find the cumulative distribution functions of X / Y and XY. (15%)

. Let @y, m9,..\, 2, w1, w0, ..., W, > 0 and 11 w; = 1. Show that

(8) setis < Thywi(Z). (10%)

- (b) In (T wis) > ¥, wilng:. (10%)
: Let ¥ be normally distributed with mean g(fy, f2) = fi1z/{f2 + z) and variance 1

where f;'s are interested unknown parameters and z is a fixed constant. Find the

Fisher information matrix for (8, f2). (15%)

. Let (X,,¥:), ¢=1,2,...,n be independent bivariate normal distributed with mean

(i4z, 1ty) and covariance matrix X where p., 1, and ¥ are unknown parameters.

(a) Show that g = T (X; — X)¥; — ¥)/{n — 1) is an unbiased estimator of I.
(10%)

{b) s the estimator g a uniformly minimum variance unbiased estimators? (10%)

. Let Xy, X5,..., X, beiid. random variables from U/ (#,28), ¢ € (0, co), distribution

and set +1 41
n n
Uy=—X d U
P on 1t A =
where X1y < Xy < -+ < X are the order statistic of X3, Xy,..., X,,. Show that
both Uy and U, are unbiased estimators of § and that Us is uniformly better than U

in the sense of variance. (20%)

il Xm + X!

. Let X{, Xs,..., X» denote the incomes of n persons chosen at random from s certain

population. Suppose that each X; has the Pareto density
f(z,0) = Pop~ 00 g5 ¢

where § > 1 and ¢ > 0. Find the optimal test statistic for testing Hg : j1 = pq versus
Hytp > po where = E(X;). (10%)

‘So faith comes out of hea.rlng, and hearmg through the word of Christ.
— Roman 10:17
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1. {15%) Let G be a weighted undivected graph, with vertex set {1,2,...,1}. Fori = 1., 2, 0,n, let ey
- be the edge with minimum weight among all edges incident with vertex i.
B {a) Foreach i=1,2,...,n, show that there is a wminimum spanning tree that contains the edge e;.
gl (b) Let A = UL e;. Show that there ts a minimum spanning tree that contains all the edges in 4.
{c) Is the induced graph G[4] a minimam spanning tree of G7 I it is not, show how Lo construct
i a minimum spanning tree of G efficiently, rom the set of edges in A. '
2. (10%) Let aq,ag,...,a, and by, by, ..., by be 2n distinct numbers such that a; < blori=1,2,...,m.
i Suppose that o, as,...,a, are rearranged in decreasing order as af, ah, ..., al, and by, by, ..., b, are
rearranged in decreasing order as by, b5, ..., ¥,. Show that aj < b lori=1,2,...,n.
3. (15%) Solve the following recurrence equations for n > 0.
i 70 ifn=
Tn) =14 — .
10L (a) T(n) ‘ {T(Lnﬂj) +logn, ifn>1. _
: 11, ' ‘ ifn=1,2
L (b) Uln) = { Un—1+2Umn-2)+(-1)*, ifn>2
1 ifn=1
) Vin) = : F i .
~ (c) Vin) \ { Vin—1+2V(n-2)+...+(n-1V({1)+n, iln>1
B 4. {20%) Let K, be a complete graph with » vertices. The edges of I, ave to e colored i either red
or blue. A subgraph I of K, is call red i all edges of K are colored red. A subgraph K is call blue
i il all edges of K; are colored blue.
15 {a) Show that, in any coloring of K, there is a subgraph which is a red Iy or a hlue K.
(b} Show that if there are 6 ved edges incident with one vertex then there is either a subgraph which
i is & red fi4 or a blue (3. .
{c) Show that if there are 4 blue edges mcldonl with one vertex then there is a subgraph which is
- ' a red Iy or a blue K.
(1) Using the above resulis, show that any coloring of Ky contains a subgraph which is a red Ay or
) a Liue K. )
- 5. {10%) Define the regulor sel. Show that the intersection of two regular sets is a regiilar sei.
20L 6. (10%) Design a context-lree grammar for the language of hinary strings with equal number of 0's
and 1's. Briefly explain why your grammar generates the language.
i 7. (20%) Define the cowplexily classes P, NP, co-P, co-NP, and NP-complete.
| Prove each of the Tellowing statements.
(a) P =co-P.
(b} NP # co-NP implies P #1 NP
- (¢} If there is an NP-complete problem A such that A € P then PP = NP.
25 (d) 10 there is an NP-complete problent 4 such that 4% € NP then NP = co-NP, wheve A7 is the
" complement of A.
30 -
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L. (10%)

Suppose that a moving-head disk contains 200 tracks (nsmbered 0 threugh 199) and that the head
is currently serving a request at track 143 and has just finished a request at track 126. We have the
following requests in the FIFO order:

36, 147,91, 177, 94, 150, 102, 175, 130,
What is the total number of head movment needed to satisfy these requests for the following
disk-scheduling algorithms ?
(a) FCFS.
(b) SSTF.
(c) SCAN.
{d) LOOK.

- {c) C-SCAN.

2. (10%) ,
Assume we have a paged memory system with associative registers to hold the most active page
table entries. If the page table is normally held in memory, and memory access time is |
microsecond, what is the effective access time if 85% ol all memory references find their entries in
the associative registers 7 How ubout 50% ?

3. (10%)
(a) In the following twa-process solution for mutual exclusion, what is wrong with it 7

repeat

flagfi]:=true; --(1)

while flag[j] do no-op; --(2)
CS;

flag[i] :=false;
until false;

(2) If we exchange the order of statements 1 and 2, will the algorithm be correct ?

4. (10%) . ' :
Consider a file currently consisting of 100 blocks. Assume that the file control block is already in
memory. Calculate how many disk I/0 operations are required for contiguots and linked allocation
strategies, if, for one! block, the following condition hold: In the contiguous-allocation case,
assume that there is no room to grow in the beginiing, but there is room (o grow in the end.
Assume that the block information to be added is stored in memory.

(a} The block is added, at the beginning.

(b) The block is added in the middle.

(c; The block is added at the end.

(d} The block is removed form the beginning.

(e! The block is removed from the middle.

5.(10%) _
Given memory partitions of 100K, 500K, 200K, 300K and 600K (in order), how wQuld each of
the First-fit and Best-fit algorithms place processes of 212K, 417K, 112K and 426K (in order) ?

6..(10%)

" Show that the exclusive-OR function x = A ++ B ++ C ++ D is an odd function, whare ++

denotes the exclusive-OR operator. One way to show this is (o obtain the truth table for x =y ++z.
Show that x = I only when the total number of 1's in A, B, C and D is odd.

77 (10%)
Aisequential circuit has two D flip-flops A and B, two inputs x and y, and one output z. The
flip-flop input equations and the circuit output are as follows:

Da=x'y +xA
Dpg =x'B + xA
z=8

(a) Draw the logic diagram of the circuit.
{I2) Tabulate the state table.

8. (10%)
Write a BNF (or EBNF) grammar which can accept the expression A + B * C #*D - E/D, where
*# is the exponential operator.
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S.(10%)

Suppose that a grammar has the following ‘productions:

S-->aBc¢

B-->bXDb

B-->bX

X-->a

X-->ab

(4} Is the grammar ambiguous ? Justify your auswer.

(&) Describe the set of all strings in the language which is generaged by the grammar.

19, (10%)
Describe 5 types of interrupts; moreover, for each type, describe two examples.
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1 Fid ﬂ\x w’kcahA.g» 5‘ Z()'U( 9%) = 75"5’ oW g f\ﬁa’m bw’“-fl’-‘l 1’? *

p=y, 3=l yex ad x S0, (10%)

‘ su_PpoSe, V 5 am urem. anbsek ok 1&1} H = Ea,b’]x [O,C.:] cC V/ w V>R .

1SC o N, and wilx, ) 2 0 For all (x,1,) € dH. { 21 35 the bawndary &H)_
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1 (14 points). Suppose Gis a connected T-regular graph (i.e., each vertex has degree 7). Prove

that &G has no cut-edge.

2 (15 points). Prove that for any graph G, x(G)x(G) > n, where G' is the @mplement of &,

and n is the number of vertices of G.

3 (14 points). How many bipartite subgraphs of {, are needed to cover all the edges of K, ?
Why ? ' ‘

4 (14 points). Prove that every planar graph is 5—colorha,ble.

5:(14 points). Prove that if G is a 3-regular graph  which has a Hamiltonian cycle, then G is

3-edge colorable.

6 (15 points). Suppose G = (V,E), z,y € V and dg(2) + de(y) = |V]. Prove that G.has a
Hamiltonian cycle if and only if G + 2y has a Hamiltonian cycle. Here G'+ zy denotes the graph

obtained from & by adding the edge zy.

7 (14 points). Describe an algorithm that finds a maximuwm matching in a bipartite graph.
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Entrance Exam for the Ph.D Program of Scientific Computing

Seven questions with the marks indicated.

1.(15) Let

AT A)

RN LAY = mﬂfv( 1/2

Ae R™™, Cond.(A) {—(ATA)}

where Aa.{A) and ,\mm(A) are the maximal and minimal eigenvalues of matrix A respectlvely.
Prove:

(1) Cond.(AB) < Cond (A)Ccmd (B),

(2) Cond {UA) = Cond(A), where U € R™*" is an orthogonal madlrix. .
~ 2.(15) Suppose that there exists a root of f(z) = 0, and 0 < m < f/(z) < M. Prove that
| : Zups = n — Af(on)
yields the convergent sequence {z,} to the root for arbitrary zp € (~00,00) and 0 < A < 2/M.
3.(10) Let Az = b, A% = b, where |A] # 0. Prove ‘ '

ll= - 2] _yylfo - Bll

where z # 0, b # 0 and ||z]| is any vector norm.

4.(15) Solve the overdetermined system

Az =b, Ae R***, zec R" ,be R™, m > n,

with Rank(A) = n. Give a solution method and the corresponding stability ana,lysis.

5.(15) Give the composite central rule for evaluating the two dimensional integral
fo fo f(z,y)dzdy, and derive its error bounds.

6.(15) Consider the initial value problem of ODE,
¥ = f(z,9),2 2 a; y(a) = yo.
Give the trapezoidal scheme, derive the local truncation errors and provide stability analysis.

7.(15) Write down the five point-difference scheme for solving

32 , 82 N .
) PU e 5, et n 05

with the unit square §: {0 < = < 1, 0 < y £ 1}. Provide the relaxation iteration method and
describe in detail the optimal relaxation parameter,

e e . Y s i i e
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