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1. Let (Xi,...,Xy,) be a random sample from the uniform distribution on the interval

[0,1] and let R = X(n — X(1), where X(; is the ith order statistic. Derive the
probability density function of R and find the limiting distribution of 2n(1 — R).
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2. Let (X3,...,X,) be a random sample from the uniform distribution on the interval

1
0"'5194"_

2
that (X (1) +
€rror.

n

, where 0 € R is unknown. Let X(; be the jth order statistic. Show

—
N—

S

(n))/2 is strongly consistent for § and also consistent in mean squared

5-2 2012-05-04




GERRNIEE Y Yok & F A C ) 101 L5 E Mg da s AHAA | R

3. Let (X, ..., X,) be a random sample from a population having the probability den-

sity function
(6, + 65) e/ >0

f91,92(x) = {(91 + 92)—16-'1:/92 z<0

where 6; > 0 and ; > 0 are unknown. Obtain a moment estimator of (1,02) and
its asymptotic distribution. :
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4. Let (zy,. .., %,) be arandom sample from a population on R with probability density
function fy. Let 6y and 8; be two constants. Find a UMP test of size o for testing
Hy: 8 = 8 versus Hy: 6 = 6; in the following cases:

(i) fo= e (g00)(z), b0 < b1;
(il) fo(z) = O22I(9,00) (), O # b1

5-4 2012-05-04




g

2N

EEBE S V. E IS LACED 101 #% B 1-E3k 4o 2 KKA © $mG

5. Let X = (X1,..., Xn) be a random sample from the Weibull distribution with prob-

ability density function 2 po-1g-at/ #I(0,00)(z), where a > 0 and 8 > 0 are unknown.

Show that R(X,a,8) = [T, (X%/6) is pivotal. Construct a confidence set for (a,6)
with confidence coefficient 1 — o by using R(X, a, 6).
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1. Let Xy, X, ... be independently identically distributed with mean p
(i.e. EX; = p) and variance ¢ (i.e. Var(X;) = o?). Please Prove

M ~ N(0,1),

2oy (Xi=X)?
n
where X is the sample mean of Xi,. .., Xn.
2. Let X1,Xs,..., be a sequence of random variables and X be a random

variable. Please answer the following questions:

(a) If X, — X almost surely, prove X, — X in probability.

(b) Give an example that X, — X in probability but X, does.not converge
to X almost surely.

e VN

3. Let X1, Xy, ... be independently identically distributed with density f(z) =
22731(1,00)(z), where I is an indicator function. Prove AT" — 0 almost surely.
(Hint: You can use Borel-Cantelli Lemma.)

4. Suppose that )m(} and X are independent gamma variables, and the

1 ,
density functions of X; and X, are mx?_l exp(—z1),0 < 21 < oo and

1 _ e s
xg ! exp(—x2),0 < z3 < 00, respectively. Please prove that the distri-

L'(8)

bution of[ X X s beta distribution (You need to express the parameters
2

of the beta lSt’l‘l‘b‘tl’thll using « and ).
W

5. X is a non-negative random variable (i.e. X > 0) with cumulative distri-
bution function F(t) and expectation E(X) < co. Please Prove

B(X) = /O “(1 = F()dt.
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Answer all the problems below. The total is 100%. The first problem carries 10%.
Each of the rest carries 15%. Unless otherwise stated, f is a real-valued function

defined on R.

1. Show that if f and g are continuous real-valued functions on an open set O C
R™, then the function h defined by h(z) = min{f(z), g(z)} is also continuous

on O.

2. Let g; (1 <14 < n) be square integrable functions defined on [a, b]. Show that

[i(/bgi)_zr/z < /ab Légf ]1/2,

i=1 Y@

and equality holds if and only if all g;’s are multiples of some fixed function ¢.

o

3. Let m* be the Lebesgue outer measure on R. Define
my(A) = sup{m*(K) : K is a compact subset of A}.
Show that if A is measurable and m(A) < oo, then m,(A) = m*(4).

4. Give the definition of f being a measurable function. Suppose that for any

c € R, f1{c}] is a measurable set. Is f a measurable function? Prove or

disprove.

5. Let {g,} be a sequence of nonnegative integrable functions defined on a measur-
able set E C R, which converges a.e. to an integrable function g. Let {fs} be
a sequence of measurable functions on E such that |fn| < gn and f, converges

to f a.e. x € E. Show that if / g = lim / gn, then
E n—oo Jg
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6. Let E be a measurable set and 1 < p < co. Suppose that {f,} converges to f

weakly. Show that there is a subsequence {fy, } such that

Jim Jo + fra : A/ f strongly in LP(E).

7. Show that any compact subset of a metric space has to be closed and bounded.
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1. Let a, be the way to distribute #» identical balls into five distinct boxes
with the first box having at most two balls.
(a) Find the generating function for a,. (10%)
(b) Find asos. (10%)

2. Let S={1,2,3,4,5}, A be the set of all permutations of S, and
B={(a,b,c,d,e)eA : ag{l,5}, be{2,3}, ce{3,4}, de{4,5}, and

e¢{3,5}}. Find the cardinality of the set B. (20%)
3. Let G be a simple planar graph. Prove that if every subgraph of G has

a vertex of degree < 5, then G is 5-colorable. (20%)
4. Prove Hall’s Theorem by two different methods. (20%)

5. Let n be a positive integer and [#] be the set {1,2,...,n}. Define G as a
graph with vertex set of G being all subsets of [#], and edge set {AB:
A is a subset of B}. Find a maximum independent set of G. (20%)




