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=~ Sampling distribution of particular statistics is essent1a1 to statistical
inference (10%). -
(1) Please describe what "standard error" is, and the relationship
between standard deviation and standard error.

" (2) What is the sampling distribution of particular statistics used
for? How does the data resampling approach, such as
bootstrapping, jack-knifing etc,, play its role in the process of
repeated sampling? :

=~ Multicollinearity is a pheriomenon that may occur in multiple
regression analysis, in which two or more independent variables are
closely related to each other (10%).
(1) Can you briefly describe the impact of multlcollmeanty on
multiple regression analysis? » .
(2) How can it be detected? Is there any remedial measure for
multicollinearity?

m ~ In the social sciences, data are inherently in nested structures (10%).
(1) Can you briefly describe how it violates the assumption of
tradition regression analysis?

(2) What properties of the estimate you derived from traditional
regression analysis will be affected? ‘

Z ~ When considering research design (20%):

(1) Can you describe what internal validity and external validity
are? |

(2) Why are they important? Please provide some general

suggestions on techniques for controlling threats to both of them.






