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Below is an article written by Washington Post Staff Writer, Amit R. Paley. This article
describes the result of a study by the U.S. Department of Education that shows
educational software has no significant impact on student performance. Please read
the article carefully and answer the following two questions in English:

(1) Please write a 300-word summary (in your own words) to describe the major
points mentioned in the article. (2096)

(2) Assume that you are to design a study to investigate why the educational
software exerts no significant impact on student performance from the perspective
of students themselves. Briefly describe what theories you may adopt to explain
the phenomenon and specify the research model and all constructs in this model.

(30%)

Note: Your answer must be written in English. No score will be given if your answer
is written in Chinese.

Software's Benefit
Doubt

On Tests In

Study Says Tools Don't Raise Scores

By Amit R_Paley
Washington Post Staff Writer
Thursday, April 5, 2007; Page A01

Educational software, a $2 billion-a-year industry that has become the darling of
school systems across the country, has no significant impact on student performance,
according to a study by the U.8. Department of Education. The long-awaited report
amounts to a rebuke of educational technology, a business whose growth has been
spurred by schools desperate for ways to meet the testing mandates of President
Bush's No Child Left Behind law.
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The technology -- ranging from snazzy video-game-like programs played on Sony
PlayStations to more rigorous drilling exercises used on computers -- has been
embraced by low-performing schools as an easy way to boost student test scores.
But the industry has also been plagued by doubts over the technology's effectiveness
as well as high-profile bribery scandals, including one that led to the resignation of
the Prince George's County schools chief in 2005,

The study, released last night, is expected to further inflame the debate about
education technology on Capitol Hill as lawmakers consider whether to renew No
Child Left Behind this year. "We are concerned that the technology that we have
today isn't being utilized as effecﬁvely as it can be to raise student achievement," said
Katherine McLane, spokeswoman for the Department of Education.

Industry officials played down the study and attributed most of the problems to poor
training and execution of the programs in classrooms. Mark Schneiderman, director of
education policy at the Software and Information Industry Association, said that other
research trials have proven that the technology works, although he said that those
trials were not as large or rigorous as the federal government's.

"This may sound flip or like we're making excuses, but the fact is that technology is
only one part of it, and the implementation of the technology is critical to success,”
said Schneiderman, whose group represents 150 companies that produce educational

software. "We need to take every study with a grain of a salt and look at the overall
body of work."

The study, mandated by Congress when it passed No Child Left Behind in 2002,
evaluated 15 reading and math products used by 9,424 students in 132 schools across
the country during the 2004-05 school year. It is the largest study that has compared
students who received the technology with those who did not, as measured by their
scores on standardized tests. There were no statistically significant differences
between students who used software and those who did not.

In classrooms, the programs -- such as "iLearn Math" and "Achieve Now" -- are used
in different ways, depending on teachers. Some educators use the software as a
supplemental tool to drill students in particular lessons; others use it instead of
textbooks to teach entire lessons.
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Backers say the technology better engages students by giving them individualized
instruction and prepares them for a technology-filled world, Schools use the software
to teach almost every subject, although the federal study looked only at math and
reading programs.

Tn the Washington region, the debate over educational software raged most
prominently in Prince George's, where Superintendent Andre J. Hornsby resigned and
was indicted on suspicion of arranging for the school system to buy $1 million worth
of software from LeapFrog SchoolHouse, where his then-girifriend was a saleswoman,
The indictment says that he demanded and received kickbacks. The schools have not
made any major software prograra purchases since.

County Superintendent John E. Deasy said the programs aren't magic bullets. "No
technology adds value by itself," he said. "Just employing software is not likely to lift
test scores for students.” Nationally, perhaps no school system better represents the
fears of industry supporters than that of Los Angeles, which spent $50 million in 2001
to buy Waterford Early Reading, distributed by software giant Pearson Digital
Learning. Ronni Ephraim, a chief instructional officer for the district, said the
company gave presentations that described how successful the program was for other
schools. Los Angeles school administrators soon began praising it.

"Teachers loved it. Kids loved it," Ephraim said. "Waterford gave us data from their

tests that showed it was working. Everyone said, 'Oh my God! The kids are doing so
well.' "

But a school district evaluation found that students using Waterford were not scoring
better on standardized tests than those not using it. "I'm so embarrassed to admit this,"
Ephraim said, "but when we heard the results we said, This can't be true.' " The Los
Angeles system dropped the progtam from its regular classes but sometimes uses it
for individual students. Ephraim said she blamed the school system, because teachers
were not prepared or properly trained to use the technology.

Nonetheless, some experts said the software holds promise. Elliot Soloway, professor
of educational technology at the University of Michigan, said that teachers need to be
better trained and that administrators need to wait more than one year to see resuits.
He said he worried that the study would scare off school districts.
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"This is the last thing that we need now," he said. "It is the poor kids who will suffer,
because it is their schools who will not get technology because of this study.”
To persuade companies to participate in the study, researchers promised not to report
the performances of particular programs, Among the businesses whose products were
in the study were LeapFrog SchoolHouse, PLATO Learning, Scholastic Inc. and
Pearson. (The Washington Post Co. owns Kaplan, a test preparation company that
sells education software. Kaplan applied to be in the study but was not included.)
Although some of the companies are now criticizing the report, many were initially
cager to be studied and praised researchers,

"We are proud to be the largest commercial supporter of this important study of the
effectiveness of using technology in the classroom," said John Murray, president and
chief executive of PLATO, in 2004.
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Read the attached paper carefully and answer the following questions.

1. Consider the web service flow graph shown in Figure 2. Assume that X,, X, and
X, are 24, 12, 6 respectively, and ¥, Vi, and V. are 4, 2, and 1 respectively. In
addition, for each web service, there are some requests from other sites.
Specifically, the request rates from other sites to airline, hotel, and car rental web
services are 2, 1, and 1 respectively. What is the upper bound of the throughput
for the travel site? ¢ 10%) |

2. The example shown in the paper assumes that a web service, when invoked, will
in turn invoke a fixed number of times to some other web service. For example,
in Figure 2, each request to the travel agent site generates V., V5, and V. requests
to the airline, hotel, and car rental web services respectively, where Vi, V5, and V.
are constant. Now assume that V,, ¥}, and ¥, are random variables following
uniform distributions U(1, 8), U(1, 5), and U(1, 4) respectively. In addition,
assume that there are no requests from other sites to the three web services. Let
X,, X;, and X, be 20, 15, and 12 respectively. What is the probability that the
throughput of the travel agent web service is at least 4? (/5 %)

3. This paper considers four QoS measures, namely availability, security, response
time, and throughput, with emphasis on throughput. Now let us consider another
QoS measure reliability for a web service, which is defined as the probability
that a request sent to the web service will be successfully completed within a
reasonable period of time. For example, 95% reliability dictates that 95 out of
100 requests to the web service will be successfully completed. Now consider
Figure 2. Let R,, Ry, and R, be the reliabilities of the airline, hotel, and car rental
web services respectively. Please derive the equation for the reliability Ry of the
travel agent web service (/5%)

4. In the left column in page 2, the author said “To ensure that all admitted requests
obtain the level of service users expect, Web service providers might need to
implement priority-based admission control mechanisms.” Please design an
admission contro! mechanism to enforce a desired level of service. (10%)
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raditionally, access to services offered over
l the World Wide Web has relied on the
interaction between a browser and a Web
server using the HTTP protocol. More recently,
programmatic access to services over the Web,
called Web services, has been the subject of intense
activity and standardization efforts.'-2
In this new model, Web service providers use the
Web Services Description Language (WSDLY to
describe the services they provide and how to invoke
them. The service providers then register their ser-
vices in a public service registry using universal
description, discovery, and integration (UDDI),?
Application programs discover services in the reg-
istry and obtain a URL for the WSDL file that
describes the service. Then, the applications can
invoke the services using the XML-based simple
object access protoco! (SOAP) in either asynchronous
messaging or remote procedure call (RPC) mode.**
Figure 1 illustrates the concept of Web services
and how the model differs from that of tradition-
al access to a Web site. Traditional Web sites (Fig-
ure 1a) implement all components needed to carry
out user transactions: user interface and naviga-
tion management, business logic, and access to
persistent storage. Web services sites give users
access to some or all of these services through pro-
grams that provide these services over the Web, as
Figure 1b shows. In this case, the travel site uses
‘Weh services applications for airline booking, hotel
reservation, and car rental reservation.

Issues in Web Services
Quality of service (QoS} is a combination of sever-
al quatities or properties of a service, such as:

m  Apailability is the percentage of time that a ser-
vice is operating,

® Security properties include the existence and
type of authentication mechanisins the service
offers, confidentiality and data integrity of
messages exchanged, nonrepudiation of re-
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quests or messages, and resilience to denial-of-
service attacks.

m Response time is the time a service takes to
respond to various types of requests.
Response time is a function of Joad intensity,
which can be measured in terms of arrival
rates (such as requests per second) or number
of concurrent requests. QoS takes into
account not only the average response time,
but also the percentile {35th percentile, for
example) of the response time.

® Throughput is the rate at which a service can
process requests. QoS measures can include the
maximum throughput or a function that
describes how throughput varies with load
intensity.

The QoS measure is observed by Web services users,
These users are not human beings but programs that
send requests for services to Web service providers,
QoS issues in Web services have to he evaluated
from the perspective of the providers of Web ser-
vices (such as the airline-booking Web service in
Figure 1) and from the perspective of the users of
these services {in this case, the travel agent site).

Service Provider Perspective

A service provider needs to consider many aspects
of QoS. One of them is its QoS policy. Some Web
services adopt a best-effort policy, which offers no
guarantee that requests for services will be accept-
ed (they could just be dropped in case of overload),
and no guarantees on response time, throughput,
or availability are provided. While this type of pol-
icy may be acceptable in some cases, it is totally
unacceptable in others, especially when a Web ser-
vice becomes an important part of an application
composed of various Web services, as in the trav-
el site example. In these cases, Web service
providers may want longer-term relationships with
users of their services. These relationships gener-
ate service level agreements (SLAs), tegally bind-
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ing contracts that establish bounds on various QoS
metrics, Examples of conditions that an SLA may
comtain inciude these:

® The average response time for the
GetFlightAvailability request should
not exceed 0.5 seconds.

m Ninety-five percent of requests to the Book -
Flight service should complete in less than
two seconds.

& The airline reservation Web service should be
available at least 99.9 percent of the time.

It is not easy for Web service providers to man-
age their computational resources when the
workload they see is unpredictable and exhibits
high peak-to-average ratios in warkload intensi-
ty. To ensure that all admitted requests obrtain the
level of service users expect, Web service
providers might need to implement priority-based
admission control mechanisms.® This might
require rejecting low-priority requests. Web ser-
vice providers might also offer multiple QoS lev-
¢ls differentiated by cost.

Service User Perspective

The traditional travel site in Figure 1a did not need
to rely on any third-party services to determine the
guality of the services it provides to its customers.
When Web services are used, as in Figure tb, the
QoS of the travel site may be strongly affected by
the QoS of the various Web services it uses.

Figure 2 shows a Web service flow graph (WSFG)
whose nodes are either Web sites or Web services.
A directed edge between nodes g and b indicates
that @ uses the services of b. The label on the edge
(a, b), called the relative visit ratio, is the average
number of times node b is visited per visit to node a.
So on average, each travel booking request to the
travel site generates V, requests to the airiine Web
service, V}, requests to the hotel Web service, and V,
requests to the car rental Web service.

We can now use an argument based on the
Forced Flow Law to establish an upper bound on
the throughput X7, of the travel site based on the
throughputs of the three Web services it uses. For
example, every request the travel site completes
generates V, requests on average to the airline
Web service. The throughput X, of the airline ser-
vice therefore needs 1o be at least equal to V, X
X1a. since that service must be able to serve al}
requests it receives from the travel site as well as
all requests coming from other sites that use its
service. We can make the same kind of argument
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Figure |.implementing a site with Web services. {a) In a traditional trav-
el site, the user accesses it through a browser, which communicates
with the site via the HTTP protocol. The travel site implements the user
interface, the business fogic, and database access. (b) Under the Web
services model, the travel site implements only the user interface, invok-
ing airline, hiotel, and cor rental reservation services via SOAP,

Requests
from other sites

Requests
from ather sites

Requests

Requests
from other sites

from users

Figure 2. Web service flow graph. Arrows link the travel site to other
Web services. The labels on the links indicate the average number of
times a Web service is invoked per request to the travel site.

for ail other Web services and write that

Ka2 VX Xpy (1)
Xh 2 Vh x ‘XTA (2]
X 2 V. x Xy (3)

where X, X, , and X, represent the throughputs of
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Figure 3. A more complex Web services flow graph.Web service A
uses Web services B and C; B uses D and E; and C uses E and F.
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the airline, hotel, and car rental Web services,
respectively.

We can now combine Equations 1-3 to establish
an upper bound on the throughput of the travel site;

a

g8 mm{& X, i} .

To see the usefulness of this equation, suppose that
the throughput of the airline, hotel, and car rental
Web services is 20 requests/sec, 15 requests/sec,
and 10 requests/sec, respectively, and that on aver-
age, each travel site request will visit the airiine
Web service four times, the hotel Web service
twice, and the car rental service only once. So,
using Equation 4, we can say that

XS min{gg,%,%{-}-} =5 requestsfsec. (5)
Equation 5 says that in order for the travel site to
increase the upper bound on its throughput, it would
need to use a better airline Web service, because this
is the Web service that limits the maximum through-
put of the travel site. Alternatively, the travel site
could try to reduce the number of times it has to
invoke the airline Web service per transaction.

Of course, the performance of the various Web
services the travel site uses depends not only on
the load placed on them by the travel site, but also
on the load coming from other sources.

The above computation can be generalized to
any acyclic directed WSFG, such as the one in Fig-
ure 3, in which Web services B and C provide ser-
vice to A. Web service B uses Web services D and
E, and Web service C uses Web services E and F.
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An upper bound on the throughput of Web service
A, in terms of the relative visit ratios and as a
function of the throughputs of Web services B, C,
D, E, and F, can be written as

X, X, X, Xp

Ve Ve VasVsp VacVer”
Xg

VaVse +VacVee

. (8}

X 4 S min

Equation 6 easily generalizes to an arbitrary
acyclic WSEG.

A site that uses Web services may need to con-
sider fransactional Web services. A transaction, in
database parlance, is a sequence of actions that
must be executed as a unit. For example, when a
Web site sells a travel package to a customer, the
site must confirm all components of the package
(flights, hotels, and car rental reservations). It is
common to require distributed transactions to have
the ACID property in the presence of any type of
site or network failures:

m  Atomicity: Either all actions of a transaction
are executed or none are,

m Consistency: Updates made by a transaction
preserve its consistency constraints.

& [solation: Concurrent transactions do not
reflect the effects of a transaction until that
transaction completes.

& Durability: The updates of committed transac-
tions are never lost.

The two-phase commit protocol is used to guaran-
tee the ACID property in distributed database sys-
tems. This protocol requires individual nodes to
lock records while the transaction is in progress,
This approach is not efficient for long-lived trans-
actions, however, because of the inherent loss of
concurrency, which degrades the (oS,

Another approach for dealing with long-lived
transactions is based on compensations; that is, dif-
ferent services may commit locally, but should be
ready to cancel their actions if conditions negotiat-
ed a priori require it. For example, the airline Web
service may hold a seat for 48 hours and agree to
accept an explicit cancellation (a compensating
action) within that interval, or may decide to uni-
laterally cancel if a confirmation is not received
within that period.” The hotel reservation Web ser-
vice may reserve a room but accept cancellations up
to 24 hours prior to the reserved date, afterward
automatically charging for a first night.
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Various organizations have proposed protocols
to handle the demands of different kinds of trans-
actions. The business transaction protocol, creat-
ed by the Organization for the Advancement of
Structured Information Systems, allows for two
types of transactions: ACID (which it calls atoms)
and non-ACID (which it calls cohesions).? IBM,
Microsoft, and BEA systems just released a draft
framework called WS-Coordination,? which pro-
vides protocols that coordinate the action of dis-
tributed applications. They also released WS-
Transaction,' which offers two coordination
types based on WS-Coordination: Atomic Trans-
action {AT) and Business Activities (BA). ATs are
useful for short-lived transactions and BAs for
long-lived ones.

Common lIssues
Many providers compete to offer the same Web
services, meaning that users can decide to select
providers on the basis of the QoS to which they
can commit. This implies that users and providers
need to be able to engage in QoS negotiation,
The interaction between users and Web service
providers occurs via XML-based SOAP messages.
Therefore, messages tend to be longer than they
would be otherwise and require XML parsers for
interpretation at both sides. These two factors
reduce the performance of third-party services.
Providers must monitor the load they receive
from users and check whether the service they pro-
vide to them meets the agreed-upon SLAs. Users
must aiso check on the quality of the service they
obtain. QoS monitoring may be outsourced te QoS
monitoring services such as the ones that monitor
Web sites (such as www.keynote.com). @

- Altcandidates, please
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Read the attached paper carefully and answer the following questions.

1. What are the main contributions of the research in this paper? { § /)

2. Draw the system architecture as detail as possible based on the descriptions of the
paper, and then describe how the system architecture works. ( {0 /2 )

3. According to the paper, what is the HTN? Explain further how it is constructed
and give a simple example to illustrate how it works.( {0 % )

4, Describe the algorithm used in HTN. Think of some other algorithms and describe
how they can be used for the same purpose. (o ﬂ, )

5. What kinds of information techniques have been applied to the system presented
in this work? How are they used? (7.5%)

6. How can this system be improved? ( 2.5" 2 )




Interactive

Interactive storytelling

is @ privileged
application of
intelligent virtual-
actors technology.

The authors introduce
their character-based
interactive storytelling
prototype that uses
Hierarchical Task
Network planning
techniques, which
support story
generation and anytime

user intervention.

Entertainment

Character-Based
Interactive Storytelling

Marc Cavazza, Fred Charles, and Steven J. Mead, University of Teesside, UK

nteractive storytelling promises to be an important evolution of computer entertain-

ment, introducing better narrative content into computer games and potentially sup-

porting the convergence of traditional and interactive media. Previous work has described

several paradigms for interactive storytelling,' each differing on various dimensions

such as user involvemnent and relations between the
character and plot. Our approach is character-based
and essentially follows Michael Young’s proposal’
that autonomous actors, whose roles are imple-
mented using real-time planning systems, should
dynamically interact to generate the story.

Within the many possible implementations of
interactive storytelling, we target a specific kind of
application: Jetting users interfere, at any time, with
a predelined storyline’s progression. Furthermore,
rather than give instructions, users can alter the
environment by stealing an object or influence other
characters by offering advice. The conseguences of
this intervention then affect the characiers’ behav-
ior and alter the course of action, creating new dra-
imatic situations and eventually leading to different
story endings.

System overview

We developed our prototype using the Usreal Tour-
nament game engine as a development envirenmeni
(see www.unrealtournament.com). The interactive
story appears as a real-time 3D interactive animation
with subtifies corresponding to the characters’ dia-
logue or important events. Users can physically inter-
act with the characters and navigate through their
environment using normal game conirols, or they can
verbally interact with thern using a speech recognition
systemn.

The test scenario we have been using is inspired
by the popular US television sitcom Friends (www.

nbe.com/Friends).* We chose a sitcom because, in
this genre, the story ending and intermediate situa-
tions are equally relevant, which provides a more
appropriate testbed for story generation. Further-
more, when developing the system, we defined var-
ious roles for each feature character and formalized
these roles as plans; when the system executes a plan,
it generates character behavior at runtime. Decom-
posing a plan into subgoals reflects an action’s dif-
ferent stages, while the lower layers of the plan
decomposition correspond to various ways to achieve
these goals. For example, if the character Ross wants
to ask out Rachel, then he must acquire information
about her, gain her friendship, find a way i talk to
her in private, and so forth. He faces several possi-
bilities at each stage—for example. to gain infor-
mation, he could steal her diary, tatk to one of her
friends, or phone her mother. These various possi-
bilities comespond to subgoals in the description of
Ross's plan, which can be further refined in the plan
representation untl they can be described in terms
of terminal actions {that is, elementary actions car-
ried out by the characters). The system then plays
the actions in the virtual environment using standard
Unreal animation sequences or additional animations
that have been imported into the system.

Ome particularity of this character-based appraach
is how it uses the same basic mechanisms to support
both story variability and interaction. Plan-based rajes
for the various characters are dynamically combined
to generate muitiple variants of an initial storyline.
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In the absence of any user intervention, this
mechanism will produce a variety of plot
instantiations. At the same time, user inter-
action can interfere with the characters’ plans
{for example, causing action failare) and ig-
ger a replanning that varjes the plot.

In our system prototype, we modeled the
graphic environment using the game’s level
editor and modeled additional objects using
3d studio max and textures from several
online resources. We imported the characters
from online repositories {Brian Collins cre-
ated the Ross character, “Austin™ created
Rachel, and Roger Bacon created Phoebe
and Monica). We implemented the Al layer
in C++ and integrated it in Unreal as a set of
dynamic link libraries. UnrealScript defines
all the functions that interface with Unreal’s
events—that is, those functions dealing with
object interactions. We also fully integrated
communication into Unreal using a speech
recognition systemn (Babel Technologies’
Automatic Speech Recognition (ASR) soft-
ware developrment kit).

Planning technigues for
character performance

A wide range of Al techniques has been
proposed to support interactive storytelling
systems, including planning techniques!' 24
and technigues for augmented truth-mainte-
nanice systems.? The technique used often
depends on the interactive storytelling para-
digin being implemented. However, there is
fio direct correlation between a given Al tech-
nique and a storytelling paradigm. For
instance, Young has used planning to control
the narrative rather than just the behavior of
individual autonomous characters;? William
Swartout and his colleagues have used plan-
ning for autonomous characters, but they also
rely on causal narrative representations.”

We are mainly interested in the emergence
of story variants from the interaction of
autonomous actors, so our emphasis has been
on the actors’ behavior rather than on explicit
plot representation or narrative control. Char-
acter-based systems provide a unified prin-
ciple for story generation and interactivity.
As such, they allow anytime interaction,
whereas plot-based systems tend Lo restrict
user intervention to selected key points in the
plot representation. However, we still needed
our planing formalism (o accommodute the
authoring aspects of the baseline narrative.

These knowledge-representation require-
ments led us to investigate planning tech-
nigues that we could use in knowledge-inien-

Eaftestainment

sive domains, and we eventually opted for
Hierarchical Task Networks planning.® We
picked HTN planning because it is generally
considered appropriate for knowledge-rich
domains, which can provide domain-specific
knowledge to assist the planning process.” It
also appeared that we coudd naturally repre-
sent the characters’ roles, which serve as a
basis for our narrative descriptions, as HTNs
in which the main characters’ goals are decom-
posed into altemative actions.

Hierarchical Task Networks

A single HTN corresponds to several pos-
sible decompositions for the main task—in
other words, we can view HTNs as animplicit
representation for the set of possible solutions.?
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In the present context, each ordered decom-
position constifutes the basis for a character’s
plan, and each HTN associated with an artifi-
cial actor contains the set of all possible roles
for that character across story instantiations.
Although the set of all roles is sufficient,
the set of story instantiations is at least an
order of magnitude targer, because the story
is composed of situations that are the cross-
product of the actors” roles, This also provides
a principled fashion for authoring these story
variants, because that goal node in the net-
work can subsume several ways of solving a
narrative goal. For instance, if Ross needs to
tatk 1o Rachel in private, he can isolate Rachel
from her friends by calling her aside. attract-
ing her atiention, asking her friends 10 leave,
and so forth. This makes it easy to refine
potential variants by adding extra options af
authoring time. As representations, HTNs can
capture essential properties of a character’s
role through the actions the agent lakes
toward its goals and the choices it faces.
There is a further need to categorize these
actions according to narrative criteria. These
categones should represent properties bear-

ing relevance for intercharacter relationships,
which we can match to the various actors’
personalities. For instance, actions targeting
other actors can be classified as “friendly,”
“rude,” and so forth. If, when faced with the
task of talking to Rachel in private, Ross inter-
rupts her previous conversation and sends her
friends away, we would tag the corresponding
optionin the HTN as “rude.” In a similar fash-
ion, we can categorize single actors’ occupa-
tions according to their degree of sociabil-
ity—for example, “lonely™ or “sociable.”

To some extent. these categories are part of
an ontology of intercharacier relationships and
can help determine how other characters will
react to the actions taken. Intercharacter rela-
tionships. although obviously important in a
Friends context, are a generic problem in
interactive storytelling. The contents of the
HTN are determined by considering each
actors’ role in the baseline story in isolation.
These roles can be refined by providing addi-
tional aptions (this refine process is naturally
suppaorted by the HTN formalism). The search
mechanisins associated with HTN planning
also makes them a useful tool for debugging.
Because HTNs are searched from the root
node, which is also the main goal, it is easier
to gain access to the corresponding state of the
world. One additional reason for selecting
HTNs as a formalism is that their graphic
nature seems more supportive of the authoring
phase than STRIPS-like planning formalisms.
However, we have not vet been able to test this
assumption with professional scripiwriters,

Figure | gives an overview of a typical
HTN for a character. Pre- and postconditions
for the various tasks (nat explicitly repre-
sented in the figure) are associated with each
task node. Preconditions for the lowest-level
operators are constituted by the conjunction
of executability conditions for their associ-
ated terminal actions (those actually acted i
the 3D environment). For instance, if Ross
wants to read informiation from Rachel's
diary, the diary should be at its initiat loca-
tion, not in use by another agent or near any
witnesses. Some of these conditions are obvi-
ously subject to change in 2 dynamic envi-
ronment, so they become a main vehicle for
interaction. The system directly implements
postconditions through the effects of termi-
nal actions, which are rolled back to the high-
est-level 1ask node subsuming these actions.

Furthermore, we can compare HTNs to
other forms of knowledge representation pro-
posed in interactive storyielling. In particu-
lar. there is a formal equivalence between
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Figure 1. A Hierarchical Task Network for the main character, Ross.

subtasks of the HTN and narrative functions
described in narratology that stand for key
narrative actions seen from a given charac-
ter's perspective. The difference lies in the
fact that the agentive (or predicative) struc-
twre for the equivalent narrative functions lies
outside the corresponding portion of the
HTN, in the interaction with narrative objects
and other characters filling up the roles for
that narrative function. For instance, when
seeking information about Rachel. Ross
could talk 1o her friend Phoebe. If he talks to
Phoebe, she will complement the agentive
role of the corresponding narrative function.
Also. whenever multiple characters interact,
they potentially instantiate narrative func-
tions “bottom-up” through the conjunction
of activities from their respective HTNs.

HTN planning

Interactive storytelling requires interleav-
ing planning and execution.? We have thus
devised a search algorithm te produce a suit-
able plan from the HTN, Exploiting our total
ordering asswnption and subtask indepen-
dence, the algorithm searches the HTN
depth-first and tefi-to-right and execules any

primitive action it encounters in the process.
It allows backtracking when primitive
actions fail (such as following competition
for action resources by other agents, or user
intervention). In addition, it attaches heuris-
tic values to the various subtasks, so forward
search can use these values to sefect a sub-
task decomposition (this is similar to the use
of heuristics that Peter Weyhrauch described
to “bias™ a story instantiation®).

An essential aspect of HTN planning is that
it is based on forward search while being goal-
directed at the same time, because the top-
level task is the main goal. {Other recent for-
ward-search planning systems, such as the
Heuristic Search Planner'® or MinMin,!!
search forward from the initial state to the
goal.) Consequently, because the system is
planning forward from the initial state and
expands the subtasks left-to-right, the current
state of the world is always known (in this
case, the current state reached by the plot).

When initially describing the roles, we
chose to adopt total ordering of subtasks.
Totat-order HTN planning precludes the pos-
sibility of interleaving subtasks from differ-
ent primitive tasks, thus eliminating task inter-

action to a large extent.t In the ces~nf siory-
telling, the subtasks are largely independent
because they represent the story’s siages.
Decomposability of the problem space derives
from the inherent decomposition of the story
into various stages or scenes—a classical rep-
resentation for stories. Our use of HTN is cur-
rently associated with substantial simplifica-
tions of the associated planning problems.
such as subgoal independence, empty delete
lists, and total ordering of subtasks at AND
nodes. However, this approach to planning
seens consistent with the knowladge-inten-
sive nature of interactive storytelling and some
of its inherent properties, such as the tempo-
ral ordering of various scenes. Other planning
technigues—ones more oriented toward a
problem-solving approach, for example—
could be used, such as one that manages
resources and orders actions (see, for instance,
D. Weld's “dinner date” example, which
describes planning in a domain similar 1o our
sitcomm example'?). However, it is still unclear
under which conditions a more generic
approach will benefit mteractive storytelling.

In addition to their top-down plans, char-
acters also react to specific events. Forexam-
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Figure 2. The emergence of situations: Ross meets Rachel by accident while stiil in the
early phase of his plan.

ple, Rachel might become jealous whenever
she sees Ross talking alone to another female
character, or she might be upset if he is rude
to one of her friends. These reactions dynam-
ically update “mood” valves that affect the
other characters” plans. There is thus more o
authoring than just describing the various sub-
tasks for each actor’s role in an HTN. Ttis also
necessary to describe the character’s reactions
to various generic situations, mostly arising
from the conjunction of actions from the char-
acters’ respective plans.

Interactive story generation

One main challenge in generating a story
using a character-based approach is achiev-
ing story variability while preserving a well-
defined story genre. In other words, in the
course of various plot instantiations, difter-
ent situations occur that generate different
endings. However, these situations should
generally fall in line with the sitcom genre.
Having a consistent genre helps the user
understand the course of events and decide
whether to intervene and in what fashion.

Story generation resuits from dynamic
interaction between the main characters’
plans.® which correspond to a top-down
approach. because characters’ behavior is
generated from their predefined FITNs, How-
gver, in the course of the action, situations
might emerge that do not form part of the ini-
tia) plans. The interaction between charac-
ters” plans results in random onstage encoun-

ters between agents that have the potential to
create sitations of narmative relevance. These
interactions constitute a bottom-up approach
(because plan-based behaviors don't account
for these situations) and thus create a need
for two specific mechanisms: situated rea-
soning and action repair.

Situated reasoning in plan-based actors’
behaviors!? originates from the discrepancy
between an agent’s expectations and action
preconditions. One defining aspect of situated
reasoming is that it is oriented 1oward obtain-
ing a specific resulting state in a given situa-
tion.' Sitvated reasoning should include
avoiding an undesirable result. One such
example in interactive storytelling consists of
reacting o siluations that ernerge from the spa-
tial interactions of artificial actors. The sys-
tem randomly positions the characters on the
set before the story begins. Consequently,
although characters will try to follow their
independent plans. they might find themselves
in situations that are not (and cannot be)
explicitly represented as part of their plan—
and the systemn can’t ignore these situations.

One example is Ross meeting Rachel by
accident while he is still ar the early phase of
his plan (see Figure 2). He can choose 1o talk
1o her or hide from her, but he can't, froma
narTative perspective, walk past her without
any interaction. One option that sitvated rea-
soning offers is to hide from her, and a user
can implement this action by interrupting
Ross’ current action. Ross could also reswme

his initial plan: If his current action is © meel
Phoebe, he can return to her after Rachel
passes {mot noticing hiin). In this specific
case, hiding from Rachel does not impair
subplan continuation.

Consider a sitmilar case, where Ross wants
tir talk to Phoebe without Rache]l knowing
because he’s afraid Rachel might get jealous
(a feature actually implemented in the sys-
tem). He might wait, but unlike the diary,
Phoebe can in the meantime move to another
location or engage in other activities, cans-
ing the initial intended action to fail. The
interruption cawsed by situated reasoning can
thus have an irreversible impact on ths i1i-
tial plan whenever time and duration or loca-
tion constraints appear. However, even in this
case, situated reasoning (hiding from Rachel)
preserves the plot's relevance and coherence.,
because it is properly dramatized and con-
stitutes a part of the story.

One of the main causes for action failure
is not satisfying executability conditions.
Consider the case where other agent behav-
iovs affect the executability conditions.'? One
example is Ross needing to access Rachel's
diary early in the story. This action can fail in
several cases (corresponding to different con-
tex1s): the user hides the diary, Rachel is writ-
ing in it, Ross’ sister Monica is in the same
room so he cannot steal it, and so forth, The
first case imposes replanning, because action
repair cannot be applied to the user’s nonde-
terministic behavior (for example, the user
likely won’t return the diary). The second sit-
uation can be a target for action repair,
because Ross could simply wait until Rachel
has finished her task. More interestingly, the
latter case offers the widest range of options.
Ross can choose ancther source of infr-ma-
tion about Rachel, wait for Monica to leave
the room and resume his initial plan, or try
toinfluence Monica so that he can still carry
on his original action.

There is sometimes a fine line between
action repair and situated reasoning. Strictly
speaking, action repair should be dedicated
to recovering {rom action failure. However,
in our storytelling context. action failure is
most often due to not satisfying executabil-
ity conditions due to external factors. For
instance, Ross cannot read Rachel's diary
because it s missing. Rachel is using it, or
Monica is in the same room. In other words,
action repair is dedicated to restoring exe-
cutability conditions or reaching the same
final state as the original action, whereas sit-
uated reasoning essentially consists of inter-
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Figure 3. User intervention: (a} Ross goes to get 3 box of chocolates. (b) The user sees this and steals the chocolates. {c) Ross can't
find them, so he (d) replans and gets roses instead.

rupting the current plan and dealing with 2
specific situation. I hence does so more from
the dramatization perspective than from the
planning perspective.

Although the basic elements of actors’
behaviors are deterministic, several factors
contribute to make the action nonpredictable
from the user’s perspective:

» The actors’ initial positions on stage

- The interaction berween actors’ plans-——
the various characters essentially compet-
ing for resources for action (whether nar-
rative objects or other characters)

+ The random output of some terminal
actions

» The characters’ mood status

» User intervention

For inslance, the initial positions on stage
strongly influence the emerging situations.
Depending on their positions and activities,
Ross might not be able 1o acquire informa-
tion from Phoebe before she leaves the apart-
ment to go shopping. Consequently, similar
conditions or user interventions might not
always produce the same results.

User intervention and plot
variation

The user waiches the story as a spectalor.
He or she can follow the story from any char-
acter’s perspective or navigate the virtual set
while the action is in progress. Then, depend-
ing on the situation, the user can choose
whether to interfere with the characiers’

goals. Characters” actions are dramatized
through the timing of appropriate animations.
Because the actors are playing a role rather
than improvising, their actions are always
narratively meaningful. Hence, if a charac-
ter moves toward a given object, it likely
bears significance on the story and can be a
target for user intervention (for instance, if
the user sees Ross moving toward Rachel’s
diary, he or she can steal or hide the diary).
Users can intervene any time—they don’t
need to wait for key situations or for the sys-
tem to prompt them. However, it is impor-
tant that they understand the story. Thus,
users should be awate from the onset of the
overall dramatic situation-—namely, Ross’
interest in Rachel. The system can best con-
vey this using an opening fuil-motion video
sequence, generated with the game engine.
A user can intervene by either acting on
physical objects onstage that bear narrative
relevance or by advising the characters using
speech recognition. The possibility for phys-
ical intervention is based on the notion of
narrative objects, These objects act as dis-
paichers-——that is, they bear narrative signil-
icance because they are the compulsory
objects of key narrative functions. Dispatch-
ers naturally arise from the current course of
action: when Ross seeks a gift for Rachel,
objects such as flowers, chocolates, or jew-
elry become explicit polential targets for user
interaction. These objects, now resources for
actions, can force the character into replan-
ning or action repair, thus creating a new
course for the plot. The user simply uses the

Unreal Tournament’s ordinary “player” fea-
wres (o navigate in the virtual set 1 steal or
hide narrative objects (the user, however, is
not embodied through a character and thus
maintains spectator status).

In Figure 3, a user steals the chocolate box,
so Ross must offer Rachel roses (which hap-
pens to be a favorable gift). This situation can
correspond to various sorts of user interven-
tions, depending on the user’s understanding
of the piot. The user could have realized that
Phoebe lied about Rachel's preferences and
wried to help Ross. Or, the initial intention
might have been to interfere with Ross” plan,
in which case the user involuntarily helped
him. Dispatchers crystallize choices both
from the characters’ perspective and from the
user standpoint, the latter having to decide
whether to interfere. We do not resort to the
wraditionat notion of affordance nor to its
implementation in current computer games,
where polentially reactive objects are often
signaled as such. Rather, we intend to use the
same kind of narrative cues as traditional
media, such as camera close-ups in films,

The other mode of interaction consists of
influencing actors using speech recognition.
Speech intervention is the most natural way
of influencing the characters and is ideally
suited 1o the interactive storytelling paradigm
of user-as-spectator. Several interactive sto-
rytelling systems have reported the use of lin-
guistic interaction,* essentially in the form
of user—agent dialogue. The rationale heing
that, in these sysiems, the user is 3 member
of the cast and acts by engaging in conver-
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Figure 4. Giving spoken advice to characters: (a} Ross heads toward Rachel's room to
read her diary; (b) the user warns him that Rache! is in the room.

Figure 5. Character interaction and replanning.

sation with the virtual actors.

However, to be in line with our interaction
paradigm, spoken input should not {zke the
form of direct commands; otherwise, the
user's rote would shift from spectator o
director. We designed our speech interface 10
analyze user advice in the form of isolated
wtterances, whose average length is between
seven and 10 words. The grammar we
defined for the ASR speech recognition sys-
tern determines the linguistic coverage for
uger input. We designed this grammar using
habitability principles—that is, syntactic and
lexical variants that provide sufficient flexi-
bility without requiring the user to memeorize
specific commands. We encoded the recog-
nition grammar as flexible templates, which
include optional sequences; we've encoded
90 such grammmar rules into the system thus
far. These provide sufficient coverage for an

experimental system but would have to be
greatly enhanced for a complete application.
We performed a second level of template
matching on the output from the speech
recegnition systemn, which associates seman-
ti¢ features with the recognized words. The
resulting templates correspond to the seman-
tic content of the user utterance, which influ-
ences the character's plan.

Giving advice rather than instructions
assumes information of a more implicit
nature (see Figure 4): for instance, when
Ross heads toward Rachel's room to read her
diary, the user might warn him that Rachel is
in her room. To correctly process such
advise, the system must recognize it as a
speech act. We can prepare the system for
this by using a semantic approach that maps
the speech act’s contents onto the 1asks’ pre-
cunditions (or the executability conditions of

terminal actions for these tasks).* This
approach also provides a unified principle for
recognizing the speech act and computing jts
effects—in this case, for anticipating action
failure and triggering the appropriate replan-
ning. This approach seems well adapled 1o
recognizing speech acts that affect sposi fic
tasks in an agent’s ptan, because it could
identify them by mapping an utterance’s
sernantic content to descriptors associated
with a task (see Figure 5).

Other forms of advice exist, such as the
“doctrine statemnents” Bonnie Webber and her
colleagues have iniroduced.’? These state-
ments prescribe generic rules of behavior that
only become active when relevant situations
occur: for example, advising Ross to “be nice
to Phoebe™ will detenmine whether he inter-
rupts a conversation between Phoebe and
Monica when trying to gain information from
Phoebe. This advice could keep Phoebe from
lying to Ross about Rachel’s preferences.

Finally. the user can directly provide infor-
mation that will solve a subtask’s goal. This
is the case if the user tells Ross about Rachel's
preferences (such as “Rachel really likes flow-
ers™), solving the initiat task of gaining infor-
mation about Rachel and causing Ross” plan
to proceed forward with this 1ask solved. In
this instance, the user can provide helpful
information, or lie to him, and observe the
consequences on the unfolding story. Feom an
implementation perspective, subgoals in the
HTN are labeled according to different cate-
gories, such as information_gook. When these
goals are active, the system checks them
against new information input from the nat-
ural language interface and marks them as
solved if the corresponding information
matches the subgoal content. In that sense, the
system can recognize the speech act and com-
pute its effect by mapping the semantic con-
tent of the natural language input to the seman-
tic atoms occurming in some HTN s operators’
pre- or postconditions.

c urrently, our system can generate cotn-
plete stories up to three minutes in

duration. The dramatic action appears from
Ross” perspective, although the user can
switch viewpoints 1o another character or
freely explore the stage while the plot
unfolds. The action progresses uniil Ross
asks Rachet out, and the story concludes with
Rachel’s answer. Figure 6 shows a samnle
story that the system produced.
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Figure 6. An example of story instantiation: (a) Ross goes to Rachal’s bedroom to find her PDA. {(b) Phoebe, who is preparing some
coffee, doesn’t see him. (¢} The user discovers Ross’ intentions and decides to steal Rachel’s PDA (by remeoving it from the virtual
environment). (d) Ross reaches the PDA's original iocation, unaware of user intervention and (e) cant find it. (f} Ross decides to ask
Phoebe for information about Rachei. (g) He awkwardly interrupts Phoebe in her activities. {h) Upset by the intrusion, Phoebe lies
about Rachel's preferences and tells Ross to give her a box of chocolates. (if Ross had been more careful when asking Phoebe, she
would have responded sincerely to his request and told him to offer Rachel roses.) (i} After obtaining information from Phoebe,
Ross leaves and (j) goes to a shop to buy chocolates. (k) He buys the box of chocolates and (I} feaves the store. {m) He returns to the
apartment to offer the chocoalates to Rachel. (n) He finds her alone and asks her out, {0) Unimpressed by his gift, she says no.
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We now need to develop evaluation meth-
ods that can measure a system’s potential 10
generate stories and the narrative relevance of
such stories.” Al this time, we can only quan-
tify our system’s generative potential: A story
instance consists of the conjunction of a set of
terminal actions for each actor’s plan. Assum-
ing that the systern synchronizes these actions
in each scene, an order of magnitude for the
number of stories is given by the sum across
scenes of the product of individual characters’
actions. For an average branching factor of
three, this amounts 1o several hundred story
variants, and for a branching factor of four, a
few thousand. This order of magnitude does
not evaluate the actual interest or dramatic
value of the story variants: different actions
carried by secondary characters, while for-
mally contributing to a story variant, might
have no real impact on the overall story.

However, character-based approaches
have good potential for story generation.
Despite the delerministic nature of their
underlying techniques, many different fac-
tors contribute to the unfolding plot’s unpre-
dictability from the user’s perspective.
Future work will have to evaluate the
approach’s scalability: we plan to extend
our prototype 10 develop more complex sto-
rylines and use multiple plans for each char-
acter to increase their interactions.

Entertainment
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In the long term, our simplifying assump-
tions. such as decomposability and total
ordering, will most cerainly face limitations.
All but the simplest stories involve inter-
twined plots and dependencies between
actions taken. This would lead to investigat-
ing more generic, possibly domain-indepen-
dent, planning techniques such as search-
based planning.’® However, in our current
implementation, using knowledge-intensive
planning techniques such as HTN planning
simplified the narrative control problem,
because narrative control was partly com-
piled in the representations. This might no
longer be the case with generic planning
techniques, which should be associated with
narrative control mechanisms. As a first step
in exploring these issues, we will study
heuristic search planning in story improvi-
sation, where only situational aspects are rel-
evant—(or inslance, in cartoons. B
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FHOEEHEAE -

- AHF R £ & % i (reference discipline)s) B 2L BATHBERNEGEENA
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BAAELLTHEL T AR G AAZ —  HiE—FREF R H 0 B (Vakratsas
and Ambler, 1999) - Rethans et al. (1986)45 1t » REEH B AGHMREABER S TH
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1999) » & i & & MM EI A U5 + Bp & HAA SR G 60 B b K B ALK Ak J 8 (Zeitlin
and Westwood, 1986) » Johar and Sirgy (1991)8( 35t « R EMFHRARES R F M —
% - B 4 » Liebermann and Flint-Goor (1996) 735 & + B &M EFHF KW EE - BERE
FIAELIROHRET  FHRELAAFIARESFHRZIR "B A 1 BL(matching)
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B E AT R R RAT B FRBER Y E(Scrull and Wyer, 1980; Yi, 1990a; Yi,
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M 2L AT ) o An B &Y B M i 45844 (Higgins et al,, 1977; Scrull and Wyer, 1980) -
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S ey EEEE Y BrgFEEREART T2ET MR o5 B2 (Lutz et
al., 1983; MacKenzie et al,, 1986; Homer, 1990; Miniard et al., 1990:;"Brown and Stayman,
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#4874 3 15 B KM (MacKenzie et al., 1986) - .

Befiiid sl R EERE A EE IR e s (Jo LB A Ep & 4 71
fik A EAER) TR EARELELTHEHAEE (Jo Scottetal, 1990) ~ A
&ﬁﬁ%%;ﬁ%%ﬁ%oww'%%%ﬁ%i&%ﬁﬁﬁﬁ&-i%%éﬁﬁé&
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% & 49 & & | 4 (Batra and Ray, 1986: Brown and Stayman, 1992; Srﬁith, 1993) -
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&iﬁﬁ?(ﬁiﬂﬂﬁ%ﬁwh A) BB SR W%Eﬁﬂﬂﬁﬁi%ﬁ
HEARHEEALYRREFHAER -

B TEETHEMEES  HBEL  RELSIRFAAT  RBTAMERALE
ATHRAERGELEERUR  PREFHDENEHEEHAN TR REFEROES
AT AES BRI P RS REGB RS E RO SNEERE S
B ERNTRARSKFTHAAGHER  BREEIHLFF LTS 0T ARESHE
ﬁz-ﬁghgmA¢&ﬁ?@&&,aamﬁAﬁméﬁﬁﬁiwﬁﬁsw@ﬁ%
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t b AL 5 R Brde S BB 4% & (Schumann et al., 1990) MEHEE2HATLY
ABEEBAREZEANDRES e RRGOAE - THEEBABEHER
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BEARE - HMES AT EEFER T AR ELHS A BEHE RS -
EEAHRLEE BB EAEAS2HRLERAEEOBE i HRT APty
et al., 1983; Singh and Dalal, 1999) &, # & & # (Park and Young, 1986)% -
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£ BARFRARBMTSORTARRAARARLABREANCET LY AR
& (Liebermann and Flint-Goor, 1996) » % % » $1 i A ML RFHU O FEHLGE > B
it L s A AR EREHELEHRLAMEER GRGLOHRARATRL
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and Day, 1995; Liebermann and Fling-Goor, 1996 #BE—FR/ERRGHEERLF
L AEEEERLT FREELR - _
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AgESmME RS PA B A - 342 cd8 B85 § 8 % K R (cognitive
mwm@ﬁﬁﬂ@iﬁﬂ%ﬂﬁ°ﬂ%%’ﬂﬁﬁk%ﬁﬁ%ﬁ%’ﬁﬁﬂ%%ﬁﬂ
& $ M 51 AL A K ApEEEFRNBETFRAZLTREE (A AAELeRE
(Liebermann and Flint-Goor, 1996)) » sLE £ 4 iR e K 12 42 1 B B E A(Petty et
al., 1983; Schumann et al., 1990) » &% ey B & % 7 #1 J8 &,(Schumann et al., 1990) + &
%#a@%ﬂﬁ@mmmamwwmyuﬁﬁﬁwﬁﬂﬁ@mMMan%m%ﬁﬁﬁ
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BEER -

AR EFHGHFHATSHTORERE B HEEEEOANERRE EB G
BEHE KREA BMEOEY BARTFRLFLEFTEALE - Bl BB TAMLH
FHIEEERTHELELBIN ) EHEBH TR HONEERFER RS2
EAERAE RINFEFXEEETRENSHBBRE T FHRYAS N ELXRT
BRUFABREREALFLAEELRANHELEUR BREA LA AFERER
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[ 2] BRABS S ARERARLALFHLZN  HARLHARAFANL
e F E MR - :

= B HREARSARENRBHR

EAANFFNHRONBE  ARLSLAAES I A B RMEANESE " A455
Eds ABRT  pRLAA B RREFAREGRE 2 E-SEFHFL %
FRE RERRT -

AL ARNER BB FLERBVLBLEH FRAMEE - 24 %3]
(cognitive priming) {6 £ B & HE T > HHP LA B EFHBARSH 1
e B 4 6 BERUEE 7 (accessibility) A B H P L EEZFH A LM RGBS THAE
&3] (affective priming) B R EWBI|FEFEZ DA DONERRE  £FH 54
BHOFERGEHNELIARFT RN EA(Y], 1990a) - BEEAHZ XTI HRBE
B ERehS3 ARAEERE SR LS FARBELHFEEH R AMLE
FESHRMIE  ReME R4S HESRBEAYAEEEIREAERE
LB RHBRENAHEERELL TS EUBRTESLET

B RESHEPRASI SR XA RKACAKBLERNS SRR E3x
%%iﬁmaﬁﬂﬁ-gm&%ﬁ&&%%ﬂ%&%iﬁ;w%yﬁ@ﬁimﬁ%ﬁ
ToRFBUARBRMEIN ARG L GHERRALRELEERFT Al £
%ﬁi%ﬁ%wﬁﬁ%ﬁﬁ%ﬁ%ﬁﬁﬂ%%%Q%#W§ﬂ%M&%iﬁ%%ﬁ%
BRBGRHREENHEL (BEMES) FRATEINRROM % BREgrEs)
BRBEREAREAABUBT -8 REERENEEHR -

HESIHROEMNREFHETRRENMA T BB H4HTLIERRHE
TR E T E A TR BN AN FEEE TR RSB T BRI £ (Scrull and
Wyer, 1980; Yi, 1990a; Yi, 1990b) « & F AW A EX AR dAZE AR GERKE
W EME ELELEFARESEFE BLABRELEEARARARLEALYE
ey HRANGET Mg EAAMENE  FTHEAEII AR MALBENRERXR -
#Hi o HEFAHEFM T HARELEARZRORSHAERM - Blhir#
EFHENMAELHERBS IR L AARENBERL FRARRR HEOETIHR
WERABEREHLER -

Bz ZHEXFEAUATHELES  RaARLAEBMGET M HHKEY
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1 B 4845 (Erevelles, 1998; Yi, 19902)¢1 @842 » HE AT AH A HARE R ANRE -
AbiBAEd I MBS RBBERLSBRT  LhAREEROREL KR
EHFABEEHAFETREBRNEES  BAEEHEARAUREOREER
ABEEMEERE - HEF ARG ERT  wA S HRREN R REE L
BREBETAREEALA  BAHES A HFERTHEBHBMALFIREREH
E .

BEALHASIHRAR TEETHREEX ) THEEGARENF S X5
REMRHHFLRD I : '

[Rig 3] HEAHSFAMEAEIASIM  HAREXRAFRHLOY
M4 |

- HRRE
BB FAHHROMRER AAETERTELRBER ] P
ey |
— RaEmR — )

B 1 HERE

EBR1RBY  HEAMIFARALAGEHNA L  HEERA - LT
FRAEIARZFRELEAMOREEL A ERLE < AP FERALRAL
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=1 REEHIRFLAR

#E TARBEHLF X
BAELZARAGEE K- RARBFESIMHAHTHEOAHK
# 428 (Zaichkowsky, 1985) + #p4#& Zaichkowsky (1994)F B &z PII ¥ & -
(0x=0.94)
TEFHRPL  EHETRAORLIAT AU BANESBEYERALKSE
RENTE RS gt TR RRMHRLETERLANETHG
WRETAFH BORH - REFBTEL PRARZFIFEALY
{Schumann et al., 1990) -
HHEGIFBEASERE Y TE N FAZATTRELREHMLSE
1Leh s R
‘ TEAMEFE L, EEF LT A THRERE TR BEREN K6 RSN
| | ERFLEBLAMMERLE T A8 EHEXA0HLEL LR
‘ HAE L 7 Fl 5 & # % (Laskey et al., 1989; Stafford and Day, 1995; Lisbermann and
e Flint-Goor, 1996) ; T Bt & | M RERET LS T ROBE > X
MBI H R ELACELE L T &S K (Stafford and Day, 1995; Liebermann
and Flint-Goor, 1996; Singh and Dalal, 1599) - L.
T ds]  ELALEATHHESWTERNEF S ol (&
BHEXEREEE) A M EEHA TR RESE AN THER

22 X1

EIER o AmARESRAI KA A I RAR GORAEER  ERTH G
BE RS T E R e AL, 1950s) -
A4 Yi (19902)x4 A Coulter and Punj (1999) » 4 X AL 2 % Likert R E#93E E
grgg EREE (F @B (goodbad) A H & - & &)
=SS (interesting-uninteresting) « € AR B # ) (like-dislike) « KAR { TR Z#H-T
4 & &) (favorable-unfavorable) » A A F S5 E S EE ¥ - (0=0.74)
Z - iRARE

AFEAS —BEEAHN FoRMENANEBRARER S S AREOEE
BEAEHELEL  BomAMANANE —RE RN RS HSREHBE AR
B ARE AREEREOTRRLSEARE T ARG -

(—) E—PEERETH - ESESR

AP R 4k 5B 8 A A F & (Personal Involvement Inventory; PINE &5 & &
MEEELD AFARENTHERL - ABATAETLY A7 LR RBEH
FHEoHoA - B BT TS ARTAMBLRELAES EH4F 10TLK
B BITH S F AR -




12 EaREESER F+=-¥% $=8

B 45 M ) 4 B (participants) A M AR S B e P E LA T R AHEHA
%ﬁﬁiﬁwﬁﬁ#'ﬁ%ﬁ%ﬁ%Tﬂ%%%%%ﬁﬂ%%%&%ﬁ%°ﬁ¢’ﬂ
SHAEAFAR AR LREER UEEUAF —LETARLERAETLE
LEE ABEARESAEREEGMAYEAS - BSHAEA MR
E2FT WG BFANERFARRFAT EABLRE LIRS P AT
BE UAFLEETABLBLTRAS -

£2 ESEARENAER

Tk HAEAM TEH» B& ATE SCHRES WASRE
‘A 31 23 13 22 27 37 SRS
w76 84 94 85 80 70 P 62

(=) ETREER  RBFRKIZERESI MR
B omERNEREIMLASEE ARALAIXEREAAR L -HH T H
BB FRMEAE TR EERFENELES  A¥adhuTaks (RERE
REGELHAE BN AL G ERELEATH) AL EFRLHKALT
H Ry A A o
wew L |
HhEEEREBATREAEEARFRESREG AR (BARBRAER
TRELHR/RG) BELTFXFRAML LA EMAME ERLFROGREP
HA-FTARSRELH - RHA ' |
SRBRALL [AE— ] I TEF AR ESREREAALANES
B BEEEGAK LBE | .
(BEREIHLRK)

Faurs DOODOOD HEKEE .
FRMAEEARF LGB EREH TSR B R H ot ARART
FETREARLE LAEE - LAMASALT 74 (ERM) 214 (FAK) &
BEEEHAN  SPAEEEEREASLEAMA LT RANESRES S
214345

REMBERE  HER THSRE L R MY FROWERMS - RERS
MR R EEATARFEAEE BARFARENAMSSREAALAGHS
(reverse-scored) + £ R EFmERBHZSY =R SR T L3 -
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*HKAMXbox A MCPX B ELA TRAREAEIRS LR BRI LS
L L e
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o BRSERSOEMALIRENRY S
* BERFHEOEE
s RBERUEHBE S ERCBRROES
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HAFARGRARLUAREEL S AR TR EL 508 Ren B3 &
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) ERERBAENIG - ASH-Eo o828 KEFLEHFA -RESHEGH
£ HAEFAONERREBALHENEORE -

ERAEmERER %ﬁﬁﬁ%fﬁﬁ AR P HEHG B FRELZ
— (REMLTREREEEREES) LS RLRHRBER - A BEIR
B Eih REEAHLMERT-HBE AHMAEHARTRALIARGESE N
Bl A RAReRE A ER S RN RS A REMRBEZITRL
EHBETRELME BELEATRBAHTRELETROUES LESF  HER
B MEMHEARHREOEREE Pl EEASRELAECHERALEY
BENT  BEEBDEHERATRES - FRFUEAAEE  EFRKEFE
BN — G EiGEREOL SRR r BFEUMERTRTISSFALEAR
B E % -

4R EABRFLIEET - ABRYEEIET D HBELTH  EFRKIHK
FIESNAHMNEESAKABREISA BAASHARASEXLHRL  #KAX
BELEEEEAES N A F AT %M E &R (http//www.ohayo.com.tw/) ¥ #) 4& B
FAXE (BB TR BN ERARERBATREZEERE) -

SERERR—BEAL BBRELTHEAGRLHLAARARILESRSFAE
EARSEIENGT ABCEATHELRTARLERLTHRELAFALTF
EETHEER WEYREASEB2SEEA LRSS  AARE LA
AEBILE - ARELSUARFELTH -

$$£#mimmﬁz&_ﬁﬁﬁ%¢§-H%#%@%ﬁ&%ﬁ%%%ﬁz%
EOERACTEENELESL QAREY WBERFTHRAABLARFATERBS
EEERALF TR SN - AETHELE bFRETIRFTHE  ERASH
g mERE RS EAHARENTREL - -
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— BHEBFRHEIH

A EAME 0l L4BE BLEAISARSEA-EF £RETRETH
18 £ 20 £(56.4%) » 12 21 £ 25 A FAERBEZ RKeks] - FHETHERFE A dad
ALRBETRE RS4 LR FES £ 101 £48EF FESARA 4 FAL
W ER A 1L0%MERAER VM 6 BA - i EE B5I%RTHEARNA
WWW #0k » B E 84 0835 WWW e 42 1 & B sk -

SRR ETABELENERRET AL SR LEBRESHLR FFATEREL
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4 BREEFZEE

EHIEREY AB/SE EAH%) BEESH)

. [ 45 44.6% 44.6%

“+ 56 55.4% 100.0%

18~20 % 57 56.4% 56.4%

Ey 21-25% 34 33.7% 90.1%

26~30% 10 9.9 100.0%

d#- 6 8 A 1 1.0% 1.0%

6% 12487 3 3.0% 4,0%

Eﬁ:i 1234 39 38.6% 42.6%

< 4E 6% 53 52.5% 95.0%

THEME 5 5.0% 100.0%

HFR9 kL 23 22.8% 22.8%

£x528% 29 28.7% 51.5%

w*\;%:iz HEF1E 4% 34 33.7% 85.1%

) 5 38 # % 14 13.9% 99.0%

Hi# 1k 1 1.0% 100.0%

0Z 1.1 4 4.0% 4.0%

2F 4K 29 28.7% 32.7%

FHER S5E 6B 19 18.8% 51.5%

A WWW b TEO .8 13 12.9% 64.4%

&9 B B 10 Z 20 - B¥ 17 16.8% 81.2%

21 40 o B 11 10.9% 92.1%

A% 40 J B 8 7.9% 100.0%

g 32 31.7% S 3L7%

—— ¥eE -5 g 7.9% 1 39.6%

{tmizﬁ%% — I meE 12 11.9% - 351.5%

Mg E = g 7.9% 5%.4%

ZEp 4] 40.6% *100.0%

HITRBESR X N 59 58.4%; 58.4%

MR ARE ST IN 42 41.6% - 160.0%
o B3 A 21.71
AR &5 A 39.07 d

Z M WERR

S HBMMBLBEINER - A S ABEBELIREZMARALE A
F 0 BILBATEF 248 0 X £ &4 54 i (Principal Components Analysis) % B E &
HH VARIMAX 69867 X - AP TRE - EMAFABARRLEENE S
MERL IBRAGHEEFEAREEEFE6231% - B4 £ 55— M s
THRAMEMEE  HOMAARRELIMYMETAER > SAAHHY Aoy B £ 54
BR - BAHUMBAFMBERORE  WRERFFIFR T FAEE  RTOELRE
L -
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5 BABRBLRBESRERZIAER

RE-—- @EEZ
(BARE) (BEEE)

invi 0.885 0.137

Inv2 0.762 0.193

Inv3 0.872 0.082

Inv4 0.776 0.233

Inv5 0.863 0.670

Invé 0.778 0,182

Inv? 0.820 0.108

Inv8 0.743 -0.026

Invo 0.739 -0.049

Invi0 0.844 0.073

Aadl 0.099 0.760

Aad? -0.029 0.680

Aadl 0.027 0.840

Aad4 0.192 0.48%

Aads 0.107 0.715

Lo Ei 6.929 2.417
BREERE¥ 46,19% 16.12%
EHNGTFEEF 46.19% 62.31%

EEBOERSF T HATALLBOASSARE  HEXORELEAR
R Qo < £+ WREAEAGTHES 2893 BREFATRHP
B0 BMAESRIHATABEBOTIAAREF B FARLAZARER
ke MG FRTARGBAALLERRHAR -

= BR¥E -
AEGAREAENF LA ERRIFOREEE  KALLLITEHSH
LW AR RRERETE A BARE  HEF A SR RE R R
FHIH - BAERAR - R EBEEAI L TRAFRERS -
(—) EERLRELFARENHHYR
R AR ES L RETEARAORSRLESE AXARSFALEL
HEERRREGESERATAHNMER - £65 2-Way ANOVA R B R

F 6 FER{LNRHFABEHAMMTER

SS;I?;rii df  Mean Square F p
#A 33.604 1 33.604 5752 0.018%*

BEREE RE%t 0.415 1 0.415 0.071  0.790
#AxE LRI 35.935 1 35.935 6.152  0.015**

(*: p<0.1; **: p<0.05; ***: p<0.01)
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ECHEBRINERET  FAEEHELROEAZN > oA T 44kt
LEEORHAR - AE-PRBELSELARAEARNFEAT G AREZMY
BHRERMGE  ANREFETHRERE (LR THTF) B2RARR S EAR
BREBLZBHHAARE - RTLRET ABKROFL REFAOHELRRS
BRRESZH ARETEREET  SRIAEREMAABGRSEATRER
CREE LA IEE

7 BRFABEAERSELCCRBFADBEERERER
RE®{t B  HBEREr{E

B A 19.00 17.65 0.035%*
£ A 16.61 17.69 0.127
BEERTEpE 0.0072 %% 0.953

(*: p<0.1; **: p<0.05; ***: p<0.01)

20 20
15 | K 9t 5.00
jad L i |
g8 - D768 s 1 AT, S = 068
F Ul . £t
& 661 L 16.61
16 F i\ 16 F-.-“ﬁmt
- {EHA e = AL R,
15 L : 15 n _
WL ety [.3: EgA
(a) ®)

2 BEREARERESHLZHGERE

(Z2) AEFREBRSARENRANR ,
BRLFREATBETHEMAEX FHAREFAACEAFTE AT AHZAR

%

MEHMRMG RS AAHTRRLOFFAR -
%8 REFRRMWAHERRRYIER

g:lﬁrzg df . Mean Square F P
F A 39.925 1 39.925 6.642  0.011%*

BEERE =#mEeHkK 0.941 i 0.941 0.157  0.693
FAXRAEFE 19.571 1 19.571 3.256  0.074*

(*: p<0.1; **: p<0.05; ***; p<0.01)

E3MBELRET  HALRATSSANEEGEESFRT ST ARAUKRER
BRE  MBHBELEREALEHOYERE  TRRFMAFAREANG WA E A -
R IMHBERZRBIFMT  ATE—FAEREALFLAAFAEFEIRRS AL
MBEHMIEHN - '
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£9 BRSAEERRBEFRZAMEROMERERR
BEMEHRE ~ HEMHER REREpE

BEA 18.89 17.79 . 0.092*
EEA 16.70 17.40 0.325
B EREpE 0.000%** 0.617

(*: p<f.1; **: p<0.05; ***; p<0.01}

0 r 20
1% 85 19 r 2.89
- o \ v s | »
ﬁ - T E il I N
E 7S 5T w7 16.70
it ’ Lt 7N 1§ T REMERE
P - AJHERERTK
15 L g 15 +
f #iilca el ki 55 2PN {E& 7.
{a) (b)

B3 BeSARRRAARRZHGENE

(=) B NBEEBDEABENRIAUR |
ASHERAI AN AEREEFFISALEHARKARETRT  BHLH
Bk 0T BrEAIEFIH -

£ 10: BHHEANATEHEREAFRE

Sum of

Squares df  Mean Square -.Ii- P
#F 39.5095 1 319.595 6.812  0.010%*
BEEEE %3xk 19.087 1 19.087 - .- 3.284 0.073*
Pt IE L 25.926 1 25.926% . 4.460  0.037**

(*: p<0.1:%*: p<0.05; ***: p<0.01)

AI0BFATANE A T HESLRLEREEABHER  E—FH8®H
HERE (A1) MTER ARSFARRFIHROREFAT » £EFAH
e ERE R RN ARARFNES T BRIAHEFEIHRAALORLER
HEBEELE  AHERIHRE -H AR ARSHFARERYESIRRZIAGKHER
ﬁ a
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RO BREABEEAEFRZBHEAHEERERR
AW BEEME  EEREpE

BEA 19.32 17.39 0.002***
& A 17.00 17.15 0.839
HBERT{E 0.008%** 0.676

(*: p<0.1, **: p<0,05; ***: p<0.01)

20 20
9,12 9,37

19 19
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4 BESAREHESNRACHGIREE

B~ hE
AHHBEIHTHRAENSAERETRE RRS R EZAMRAGEH L
F % 10 -
F10. BIREHABEERRE
wEgH B WEREE
[Ri1) BRF BB ABERRERERGLN  ERE% L8
CREAAREOBERE - .
CUMETESEE IS TS FE S TS R F:1 L
FREARLALEMGS - o
[BH3] AR LRSS ABERLES Bzl rHRALHRL £

FAGHORFMA -

BAITABR2EHY BEFTHEMEL A G ELBERF G RBEITHRE @ 2-Way
ANOVA ¢l TR R T THARARKRAT HL£ S8 "TELTHRERX, BA

G THBEEY  BEEEHM LR -

PEEMNE AR A ORBHEEY TEI MR AAER  BMAEE B~
THALGEFHETEL LR MBS FHAR IRELFHTREDITFIENTE - TH
SHERTET HRFRAFABRER ST SR R ERfrERIFESE

HELURAF A CLFTAHOAGRE -
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N

reXTEMER RAMASERT S BEEAY—BERRE wEHBEA
FRAEEFANAE  HLALBERBER - AF AR IEHT  GHEBHE
THEARGERGERE PEARAR PR T ETITHEEEROBREE P B
LALBERFESHBRFEHMAM - Fldo SIBEN-FAHBELTIRE TR
Ba MEARN (REENA) EHEFTAHSRELTN RLARNINE
EEEETEEEF TR EREBRIHGES

ABHOERLT EHEEhEE- (BR) 8BS (F $2) X FERBEE
AU BERLIBERTHLAEBRERETIER (Hypermedia Computer-Mediated
Environment; Hypermedia CME)’ B » 4o47i%® " &, (flow state)#g i &, + £ H
FHA FF R TR R 6 o IF & B 914k B (Csikszentmihalyi and LeFevre, 1989;
Hoffman and Novak, 1996) - g B & FAS B FAMEH AL % ERREKER
2 BARLEIRITELERRFNHALASEY FMIEEERATARTAZIESF
MELERAMEIH LRRF - '

T AEHSEIEETRELSHAROPERFE  BRTH EEHEN TR
CAwEANTE BN LR BRS L ELEHROBELRR AW RE
HEH & ARERTREELOBES S AREELRN £ 8 EHELB LEET
EEHRIARSAPIT FEORFT Vo HER AR ﬁ"ﬂﬁﬁ#‘r‘é‘% FiE—Y
PERBRLBRRVELE - .

— « EEWEERS AR RS AERNEERE

AHEL TEFTHEMERS  WEHERT SIS LREERT REEA
BRLFREOBR  FRA From L RESERETEABRORAGHR T
HHhEFAHHEEEFRET EREETROELSLLTRMOELENLF LR AEAH
S 6 T AL B A1 0 6 0 0 T T A R R 0
=z .

AESAELERBNEIEEE  REMT TEATREMK LG EFRE T
RRamEs - TEeETREEX, RAEA VAR B8 5 o BR M B 1 W #B (persuasive
communication) F #) 18 A & & 2% # (Petty and Cacioppo, 19862) » R EAHLAEBA
FAREA-BELLEANERREY - Bh ABFERAHEENYLEABERT
HHAHERT SRAGEREEATAK RS T FEA MR GRELS  MERER
E&%‘é-ﬁ-#&%‘é%{_?ﬁﬁiéﬁ%ﬁ’#éb MMz RFEEW | SER2rHERA

2 Hoffman and Novak (1996)# 22 &4 : T —EBHEH S HAE - TRAF LRUHAN - RFTH
B uEh s SRR 0 BB E A RS ERTA)RE B e 5 A HFRALME A F(hypermedia content) » A
R(2yE B HIT KR (p. 53} -

P YL B IPL EP

N g WL T i g v
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BT ERAEd  RREE—- ’/"#*‘fﬁ‘ii"ﬁ* -y EBESIHRBAEF
EFELCEROWRERRYEE

I RERTFREBRSAEENRDRMRE

AREREIHROREMAFTERBZY  FEARERS c Fh 0 REFS
8 (reference disciplines)si 4 - $E L B HEAHBARAINTREEZRH
mE RAFA-TIRAMGER LR LERNSE BRLFL L CERBITH
EF FRACELELF B (Keen, 1980) c RERMFUWBRARNT LB FF R
MEt  BENARLORERGE  FuFErERGRE  REREBAT AN
HUAEHBBALRABETHITARLR -

ER Y EEEETHMAEIBAROBRE BPRELSTRACERURITHEENS
FREBY  BEHETTRBMGEIELHRTESFTARER Atk
BHELHEREE - FIF AFEEREAS LIRS HITERT RETEEAR
WAL E] « do B g P sk 0 Sl Rt AB A T AR ERE & iR
TorREABRIMNEIRAAREFASARENERTYTOER - AF  F3HR
FAKARKETS  FEAYEEHAREM ALK BER LY, 1993) 2H R Y
HRHAOHRSARERIWAL  FHECHEES A ARARYIIARGELE RS
¥ EF T’%%Iéﬁt%&?%ﬁﬂ'ﬁ &uﬁ%&‘a‘iﬁ-iﬁé’]ﬁ%ﬁxﬁt%

LA AFEHTABLEESR T A EIARTR # M, (Csikszentmihalyi,
1977; Csikszentmihalyi and LeFevre, 1989)4) 7 gE% © Hoffman and Novak (1996)i# —
o FEASHEGRATHENES ?(Computer—Medwted Environment; CME)#
Eﬁﬂv’féﬁ FOERE REARTEEMIM R EGAG LY HEAR U B R
B # B %o # 71 (self-consciousness) & # % 4 - ﬂ?%ﬁ@gmﬁ@mmmmmwﬂu
R AXFEHZBEARTAARIEEER Y A4 TBALG, (KEEY
AR THELE, (K3 HR) wEE B ASRESBA  HETRBE SR
EEGEE T3], wELSER  IBHREMEELR - T FIBRKRTRA
HEHLREHT  FALERABREOBITES -

I

FETRTEROLIARF  AMFLBE Ol 250 FHTFTHR - £FAER
e By E o RS T TEETREGR AR LFERTHRAZS  EAFIH
BB BBEERTIE  FHEANETRLIRANES - FRLNZHAFRMBNL
MES A B VET RS LA RAE R ERY  ARERLEER
B TRIABBRFEELREFOOEHE  REFEREHRGT RN

T HARSHFSAFRRFAREYEEER T  HTATOREHERIAR
F (e BsebRBEEEETRnani) REBET RGBT T HTH MR
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— - EHER

A GRS RE AL BB OB NETEERAETERLTABERMN M
HARWALHR O ERER - ARAOERT B Eme g ERHR BT
IO RGN A TR RS ARG RE LS BELEREFRAR ISR
Eﬁﬁ*ﬁ%@%ﬁ@“$%%ﬁﬁ'ﬁﬁﬁﬁﬁﬁ%ﬁkﬂéﬁﬁ'%%ﬁﬁiﬁ
LIAEMESBEARASKESERALTFAES  LRBHFIHRTANE
I oadrhi A0 REetHs EeEAMEBNESHR AT RAY
EPRERARAEEESAERHROTE -

Mt EE  FRAOFAREREREHR e EREMH - ABX
ﬁ%%ﬁ%ﬁiiﬁﬁﬁﬁﬁﬁ-ﬁﬁﬂﬁ%@&&@ﬁﬁﬁﬂi-i#&ﬁ%%ﬁ-
FEHREERA - EE L BEIEEURLRANGEIHE (PRASHYREIA
SH)ER TR ITHHEERATIANSAOHLRI A ASRERSE - Fido
- EREE (WA eEs) T ASBAELRBEI KN AHETH
ERMIEHeHTYRAAENEE RAARELEZARNES CETE EDIR-E-&
BERHMEEABNARRAGESHER - FRLAHS  REEZTREE-—FiE
B —iT4hen B A - ‘ |

@%ﬁﬁ&ﬁﬁﬁ%’Eﬁiﬁﬁ¢iiﬁﬁﬁﬁﬁﬁﬁg@i%&ﬁ%%ﬁ%,
B RAAFE A GREAY  ERIARASMRR BELREBEMOH
deo RN RAEH IR HLEALAFEREHERERE - HF g LIER
B EREARANEE GIF B - RiEE& Java .TavaScrlpt VBScript + Flash
TR HITELHEHNHEIRWA Y P T TS E Py Fo
SR HRAAOREPILAALFLZR  Fo BB AL A Flash HAEHENS
X2 R EIAEEAAES S LY  LEBFRRRESREORAL
pd o RHBREXEREOESTHR  HRETROGME - |

B4 AFEEHBREEEHMOTEIN B AARAAARGREFIA
R RA - KRR TRLES —HEmELERF % & 4 W8 (exposure) i M & < (L F K
ExiLRBTHEHOEL RAOALRITEAREHRGHEE  HRETHR
EREEARE -

Ak hERLEmS B LHRE K LHEH (e#HBAFE) BEESYMAER
i%ﬁﬁﬁ\ﬁﬁiﬁﬁi(ﬁﬁ\é%‘i$%)%'ﬁ%?%mﬁﬂ%$ﬂﬁ%
%ﬁ%°wﬁ'%ﬁﬁﬁ@%%ﬁi%%?ﬁﬁﬁﬁ%%ﬁ%%ﬁﬁ'ﬂﬁ%%%%
Bl (RELLHEREETARY) SR TRES LA RETES TRERE
ﬁj%ﬁiﬁﬁ’ﬁﬂﬁﬁﬂﬁﬁwrﬁﬁJﬁ%&ﬁﬁﬂ=Eﬁﬁiﬁ%¢$ﬂ%
B4 4 F 36 RAWAELSERERNHEN  EEFERR ARG RMAFEETRAEY
BERk-
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Z o REBRAE

AT EARR  ANRABRETRESOFART G BRETEEEE
(—) BRERNNE |

BAMNTS (wAEREALEER) & B4R BLERN RERARTR (2
Ardh A BB E )B4 AR A% Y (Engel et 2L, 1995; Abernethy and Franke,
1996) « R BP + R AHSEANELARLSRH LBRERMER - HwamET EEESD
BrAMEALE  ETHEEESHELEAA AANARRETX - b - LEAE
B RERBEL EHEEEHAEREN hAB A GREAR  BLR
AHEST AN RS EEE—BRARSE AR FAFERENALBERE
B oL H M S KA R -

G B R AT RRBE - HETREMNGRT B ARRLLRTEMNE
B BhAGESHSHUAAEHET  SEREAFELTHHLIRE-F K
HouBe RFEARREERETAREITS MRS ERARAE -

(=) BEHSRNIBMEL

EAE Sk H AR - A RY KL HRGBA LA NS B de X
§ REEETREFTHELE S XEA B S ARABAEL - LREHR - BEE
FIERPAEHERATS LR (RREKEOHE) F - FHRALTABLL
ﬁﬁ%wiwﬁﬁ&’ﬁﬁfﬁﬁﬁg’%%ﬁﬁiﬁﬁ%ﬁ%ﬁﬁv
(=) ECEERANTE -

AR EGRBETLYERESAFEH R £R AL IBETHERMEST
ELTH X Bkt X4 % (pop-up windows) « ¥ 7P & (watermark ads) ~ & X F
EE HBIRAELEY BEEEAREEHEI ESYRARTAMAE? #ie
BRESTEAR@E MO EREHEI WA REBXFEANTEBE LER
(BB B £5%) ndRsEHE3 WY LRERELEEREROLS
Lx@iﬂﬁmwiiﬁﬁmxﬁ=ﬁ%$ﬂﬁ;&%@wi'm%%ﬁﬁﬁﬂim
W ERE—FEH - : '

(79 ) MBIEEEM e

AREANSELBEAEHS LESERN R AR S HARYMG  ERAAH
R R B A TRAES AR LA LEE s SRR
ARG FEHN e THAR I ARERARE S KLWERRMAATA
BT -
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F5hTHEFETERE - WHE A o AT 7 i 18 AR &Y AT VA RAKHBETH
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R RS L BA GRS
(—) B LBEENEE
&f%ﬁﬁﬁmw%m?-ﬁmﬁmﬁﬁ%%&%ﬁﬁ§a$ﬁi’xﬂ%i%
L EE - FAAT FAMHEARSE - AHERRORHT - AARLERMESH
Hﬁﬁiﬁ%*ﬁi%%ﬁﬁ%%i@ﬁﬁﬁ=@&f&m%ﬁmi%ﬁﬁﬁ%ﬁﬁ
B o

=4

(=) B3| EMRNEE
AEIHRMEILE  AFEEEHRTRELMBHLEI MO RE - T
$%ﬁﬁﬁﬁ%ﬁﬁ%ﬂ&i%%ﬁu&ﬁ%&@ﬂ%ﬁ%%ﬁ%%'Ewﬁﬁrﬁ
$, LaEER BARGRERTREHMERAODE - AR ATRRERATE
AEHE BT (AREHEEAAAET M) ERAT WADERAEL])
Bp S 45 B T 45 49 B &9 BB K B T 4TRSS -
(=) SEHEBFHEE (self-selection) iy EEF
i%ﬁ%%ﬁ%@ﬁ?%%%ﬁﬁﬁﬁ%%%%%ﬁ%’%%ﬁ**ﬂmﬂcﬁ
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phiE et 2 EBR EIIF AR s nTMAE AR EENTE o RAF A dE -

&

% XRK

1. Batra, R. and Ray, M.L. “Affective Responses Mediating Acceptance of Advertising,”
Journal of Consumer Research (13:2), 1986, pp. 234-249.

2. Bayton, J. A. “Motivation, Cognition, Learning-Basic Factors in Consumer Behavior,”
Journal of Marketing 22, January 1958, pp. 282-289.

3. Bloch, D., Sherrell, L. and Ridgway, N.M. “Consumer Search. An Extended
Framewark,” Journal of Consumer Research 13, June 1986, pp. 119-126.

4. Brown, S.P. and Stayman, D.M. “Antecedents and Consequences of Attitude Toward
the Ad: A Meta-Analysis,” Journal of Consumer Research 19, June 1992, pp. 34-51.

5. Calder, B.J. and Sternthal, B. «Television Commercial Wearout: An Information
Processing View,” Journal of Marketing Research XVII, May 1980, pp. 173-186.





