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Read the attached paper and answer the following questions. For your convenience,
the last page of the attachment gives a brief description and an example network about
the maximutn-flow minimum-cut theorem. Note that the time is limited, and you
should budget your time carefully. You are suggested to spend 50 minutes in reading

the paper and another 50 minutes in answering the questions.

1. Consider the following web graph. Let S={A, B}. Please show the induced graph
G and the capacity e(v, u) of each edge assigned by the procedure
EXTRACT-MAX-COMMUNITY, and how it decides the community to which § .
~ belongs. (20%) .

2. Do you find the design of edge capacity assignment reasonable? Why or why not?
(15%)

3. This paper mentions about some other work on the construction of web page
communities but does not compare the proposed approach with the others. If you
are in a position to evaluate these different approaches, how will you do that?

-What are the performance metrics you will use to measure the different

approaches? (15%)




Self-Organization of the Web and Identification of Communitics*

Gary William Flake, Steve Lawrence, C. Lee Giles, Frans M. Coetzee
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" NEC Research Institute, 4 Independence Way, Princeton, NJ 08540
Phone: +1 609 951 2795 (Flake) Fax: +1 609 951 2488

Abstract

Despite the decentralized and unorganized nature of the web, we show that the web self-organizes
such that communities of highly related pages can be efficiently identifted based purely on connectivity.
This discovery allows the identification of communities independent of, and unbiased by, the specific
words used by authors. Applications include improved search engines, content filtering, and objective
analysis of relationships within and between communities on the web,

1 Introduction

The existence of an increasing percentage of human knowledge and society in hyperlinked form on the weh
has advantages beyond (he commonly stated improvements to information access. The potential for analysis
of interests and relationships within science and socicty are great. However, analysis of content on the web
is difficult due to the decentralized and unorganized nature of the web. Information on the web is authored
and inade available by millions of differcnt individuals, operating independently, and having a variety of
backgrounds, knowledge, goals, and cultures, We show that, despite its decentraiized, unorganized, and
heterogeneous nature, the web self-organizes such that the link structure allows cfficient identification of
coumunities. :

Identification of communities on the web is significant for several reasons. Practical applications include
automatic web portals and focused search engines, content filtering, and complementing tex(-based searches.
More importantly, global community identification allows for analysis of the entire web and the objective
study of relationships within and between communities (for example, scientific disciplines or countries).
Such research could provide insight into the organization and interests of sectors of society, which individuat
metmbers reflect by their linking practices. For example, links between scientific disciplines may allow more
timely identification of emerging interdisciplinary connections. |

The web can be modeled as a graph where vertices are web pages and hypettinks are edges. We define a
web connunity as a collection of web pages such that each member page has more hyperlinks (in either di-
rection) within the community than outside of the community (this definition may be generalized to identify
communities with varying sizes and ltevels of cohesiveness). Community membership is a function of both
a web page’s outbound hypertinks as well as all ather hypetlinks on the web; therefore, these communities
are “natural™ in the sense that they are collectively organized by independently authored pages. We show
that the web sell-organizes such that these link-based communities identify highly related pages.

In comparison to previous methods of finding refated pages on the web (see the sidebar), our method
relains the transparency of methods such as co-citation and bibliographic coupling in explaining why pages
are members of the community, yel can identify web communities of arbitrary diameter. Qur algorithm

“Published as: G. W. Flake. S. R. Lawrence. C. L. Giles. and B M. Coelzee, Self-Organization and Identification of Web
Communities. IEELE Compurer, 35(3), 6671, 2002
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Figure 1. A simple community identification example. Maximum flow methods will separate the two subgraphs with
any choice of source vertex s {rom the left subgraph and sink vertex t {from the right subgraph, removing the three
dashed links. As formulated with standard flow approaches, all community members must have at least S0% of their
links inside of the communily; however, additional artificial links can be used to change the threshold from 50% to any
other desired threshold. Thus, communities of various sizes and with varying levels of cohesiveness can be identified
and studied.

achieves this performance using only link information, without the text information used by algorithms
such as HITS. In the absence of full natural language pracessing, the creation of an explicit link by a
web author can be a stronger indication of relevance than implicd links generated by the simple phrase and
structure matching used by textual methods. In addition, this separation of link structure from content allows
us to independently validate the performance of the link-based comimunity estimation with content-based
similarity measures. _ '

Identifying a naturally formed community——according to our definition—is intractable in the general
case because the basic task maps into a family of NP-complete graph partitioning problems [6]. However, if
one assumes the existence ol one or more seed web sites and exploits systemalic regularities of the wch graph
£3, 8, 10], the problem can be recast into a framework that allows for efficient communily identification by
using a polynomial time algorithm that should scale well to studying the entire web graph.

2 Maximum Flow Communities

We recast the problem into a maximum fow framework which analyzes the flow between graph vertices.
The s-£ maximwn flow problem [1] is defined as follows. Given a directed graph G = (V| E), with edge
capacities c(u,v) € Z*, and two vertices, s,¢ € V, find the maximum flow that can be routed from the
source, s, 1o the siok, ¢, (hat obeys all capacity constraints. Intuitively, if edges are water pipes and vertices
are pipe junctions, then the maximum flow problem tells you how much water you can move from one
junction to another. The Max Flow-Min Cut theorem of Ford and Fulkerson [3] proves that the maximom
flow of the network is identical to the minimum cut that separates s and ¢. Many polynomial time algorithms
exist for solving the s-t maximum flow problein [7].

Figure | shows the basic intuition of our approach. We choose one or more seed sites to play the role
of the source vertex. We require that the sum total of edges connected to the seed sites be greater than the
size of the cut set (the dashed edges in Figure 1). If this constraint is not met, then our procedure wilt only
identify a subset of the community with the worst case being that only seed sites will be discovered as being
in the community. '

One could imagine using an approximate centroid of the web graph (e.g., Yahoo!} as the sink; however,




procedure EXACT-FLOW-COMMUNITY
input: graph: G = (V, E); set: S C V ; integer: k

Create avtificiaf vertices, 5 and ¢ and add to V.
for all v& S do
Add (s, v) 10 E with ¢s,v) = o0,
end for
for all (x,v) € E do
Set o, v) = k.

it {v,u) ¢ E then add {v,x} 10 E with (v, u) = k.

procedure APPROXIMATE-FLOW-COMMUNITY

input: set: §.

while number of iteralions is less than desived do
Set G = (V, E) to fixed depth craw} from §.
Setkw|S).
call : ¢ = EXACT-FLOW-COMMUNITY (G, S, k ).
Rank all v € C by number of edges in C.
Add highest ranked non-seed vertices 1o S.

end while

end for output: all » € V still connected 10 5.
for il ve Vv SU{s,t} do end procedure

Add {v, t) 10 E with efv, t) = 1.
end for

call : MAX-FLow (G, 5 ,¢ ).
output: all » € V still connected o s,
end procedure

Table 1: Algorithms for identifying web communities. EXACT-FLOW-COMMUNITY augments the web graph in three
steps: an artificial source, s, is added with infinite capacity edges routed to all seed vertices in S; each preexisting
edge is made bidirectional and rescaled to a constant value &: and all vertices excepl the source, sink, and seed vertices
are rowted (o the artificial sink with unit capacity. After augmenting the web graph, a residual flow graph is produced
by a maximum flow procedure. Ali vertices accessible from s throtigh non-zere positive edges form the desired result
and satisly our definition of a community. APPROXIMATE-FLOW-COMMUNITY fakes a set of seed web siles as inpul,
crawls 1o a lixed depth including inbound hypertinks as well as outbound hyperlinks {with inbound hyperlinks found
by querying search engines), applies EXACT-FLOW-COMMUNITY to the induced graph from the craw], ranks the sites
in the community by the number of edges each has inside of the community, adds the highest ranked non-seed sites Lo
the sced set, and iterates the procedure. The first iteration may only identify a very small community; however, when
new seeds are added, increasingly larger communities can be identified. Note that & is heoristically chosen,

our method works without an explicit sink site via graph augmentation as described in Tabic 1. See f4] for
the corresponding theorem and prool.

It one has access (o the entire web graph, then EXACT-FLOW-COMMUNITY will return a set of web
pages that obeys our definition of a community because the maximum flow procedure is guaranteed to
always find a bottleneck from the source to the sink. Thus, any page that remains connected to the source
must have more hyperlinks in the community than outside of the community; otherwise, a more efficient cut
would have been to move the web site in question to the non-community.

In EXACT-FLOW-COMMUNITY, the artificial sink is generic in the sense that it is on (he receiving end
of an edge from every other vertex in the graph. Thus, separating the source from the sink finds a community
that is strongly connected internally, but telatively disconnected externally to the rest of the graph.

Table 1 also shows an approximate version of the approach, APPROXIMATE-FLOW-COMMUNITY,
which uses a subset of the web graph found by a fixed depth crawl that follows both inbound and out-
bound hyperlinks. Resuits are improved on each ileration by reseeding the algorithm with additionat web
sites found in the earlier steps. Qur experimental results were found with the approximate version. How-
ever, we also note that the dynamic nature of the web can be exploited with a simpler iterative approximate
algotithm that lests for new candidate community members by counling the number of candidate links that

fall within the preexisting community.




Francis Crick Community
Score )| Site Title or Description
80 Biography of Francis Harry Compton Crick (Nobel Foundation}
79 Biography of James Dewey Warson (Nobel Foundation)
51 The Nobel Prize in Physiology or Medicine 1962 (Nobel Foundation)
50 Biographical Sketch of James Dewey Watson (Cold Spring Harbor Lab.)
4 A siricture for Deoxyribose Nucleic Acid (Nature, April 2, 1953)

Felix D'Herelle and the Origins of Molecular Biology (Amazon.com)
Biography of Gregor Mendel

Magazine: HMS Beagle Home

The Alfred Russel Wallace Page

U.S. Huwman Genome Project 5 Year Plan

Stephen Hawking Community
Score || Site Title or Descripiion
85 Professor Stephen W. Hawking 's web pages
46 Stephen Hawking’s Universe at PBS
17 The Stephen Hawking Pages
15 Stephen Hawking Builds Robotic Exoskeleton (parody at the Onion)
14 Stephen Hawking and Intel

Did the cosmos arise from nothing? MSNBC story
Spanish page for Stephen Hawking's Universe
Relativity Group et DAMTP, Cambridge
Millennivum Mathematics Project

Farticle Physics Education and Information Sites

— e e e o s

Ronald Rivest Community
Score | Site Title or Description
86 Ronald L. Rivest : Home Page
29 Chaffing and Winnowing: Confidentiality without Encryprion

20 Thomas H. Cormen’s home page ai Dartmouth
9 The Mathematical Gurs of RSA Encryption
8 German news story on Cryptography

Phil Zimmermann's PGP web page

A Very Brief Risiory of Computer Science

Cormen / Leiserson / Rivest: Introduction to Algorithins

Security and Encryption Links .

HotBat Directory: Computers & Internet, Computer Science, People: R

Table 2: Sample results from community ideniification: The top five and bottom five pages (with tics) are shown for
each community. The scores are the total number of inbound and outbound links that a web page has to other pages
that are also in the community. Lower ranked pages ofien will not contain the name of the scientist used as the initial
seed, yet they usually ave highly topically refated 1o the seed scientist.




| Community [ Most Significant Text Teatures

Crick crick, nobel, dna, “francis crick”, “the nobel”, “of dna”, walson, “james watson”, francis,
molecular, biology, genetics, “‘watson and”, “structure of ™", “crick and"

Hawking hawking, “siephen hawking”, stephen, “hawking s, "s universe’, physics, “black holes”, “the
universe”, cambridge, cosmology, einstein, relativity, damtp, “universe the”

Rivest rivest, “| rivest”, “ronald 1”, tonald, cryplography, rsa, “ron rivest”, Ics, “theory lcs”, encryp-
tion, “les mil”, theory, chaffing, winnowing, crypto

Tabie 3: The fifieen most significant lext features for each community, sorted in descending order of the Kullback-
Leibler metric. A featurc is either 2 word or consecutive word-pair. To extract features, al] punctuation is removed,
all uppercase letters are converted (o lowercase, and extra white space is removed. Although only link information is
uscd to identify the communities, the individual pages within each community are highly topically related.

3 Experimental Resulis

To test the approximate community identification algorithm, we used the personal home pages of three
prominent scientists as a single seed in three separate runs: Francis Crick, Stephen Hawking, and Ronald
Rivest. Each trial of the approximate algorithm produced communities consisting of approximately 200
web pages. At the tater stages of the runs, the induced graphs often contained tens of thousands of vertices:
hence, a considerable number of web pages were pruned to produce the communities.

Table 2 shows sample web pages within the communities. On visual inspection the majorily of web
pages found were highly topically related and in non-trivial ways. For example, the Crick community
conlained many references to Darwin, the Human Genome Project, and Rosalind Franklin; the Hawking
community contained many sites dealing with cosmology, relativity, and Cambridge University; and the
Rivest community contained numerous encryption web sites along with sites focused on his co-authors.

Table 3 gives a more complete characierization of the three communities. We extracted all text features
from the pages within a communily and for ten thousand randomly chosen web pages. We then sorted
all features in the community according to their ability to separate community pages Irom non-community
pages, as measured by the Kullback-Leibler metric. Thus, the features shown in Table 3 can be interpreted
as the most useful features for separating community pages from non-communily pages. As can be seen,
the extracted features support our hypothesis that linked-based communities are topically related.

In order to obtain more precise characterizations of the communities, we exhaustively searched for all
three-lerm binary classifiers that disambiguate community from non-community pages. Simple disjunctive
expressions of keywords related (o the communities matched a large fraction of the communities with very
low false alarm rates. For example, crick or nobel or darwin matches 54% of the Francis Crick community
but only 0.5% of random web pages. Similarly, hawking or relativity or “for mathematical” matches
84% of (he Stephen Hawking community (0.2% of random pages), and rivest or cormen or “to encrypt”
maiches 85% of the Ronald Rivest community (1.3% of random pages). The communities are strongly
topically related in that they have simple and compact descriptions in the form of binary classifiers.

In comparison, simple breadth-first craw! strategies lose topical relevance very quickly. For the three
scientists we investigated, only about 10% of pages at a depth of (wo from the seed site match the classifi-
cation rules given above. In conlrast, the communitics that we identify have pages up to a depth of five links
from the seed site. Breadih-first crawling to this depth would yield an encrmous number of pages [2].




4 Conclusion

Based only on the self-organization of the link structure of the web, we are able to efficiently identify highly
lopically related commmunities, individual members of which may be spread over a very large area of the web
graph. Since our method is completely divorced from text-based approaches, identified communities can be
used to infer meaningful text rules and to augment text-based methods.

Applications of our method include the creation of improved search engines, content filtering, and objec-
tive analysis of the content of the web and relationships between communities represented on the web, Such
analysis, taking into account issues such as the “digital divide” [9], may help improve our understanding of
the world.
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SIDEBAR: Finding related pages on the web

Previous link-based research for identifying collections of related pages includes bibliometric methods such
as co-citation and biliographic coupling [5], the PageRank algorithm [2], the HITS algorithm [7], bipartite
subgraph identification [8], Spreading Activation Energy (SAE) [9], and others {6, 3].

Co-citation, bibliographic coupling, and bipartite subgraph identification are localized approaches in
the sensc that they seck to identify well-defined graph structures that exist inside of a narrow region of
the web graph. PageRank, HITS, and SAE, are more global since they wotk by iteratively propagating
weights through a significant portion of the web graph. The weights reflect an estimate of page importance
(PageRank), how authoritative or hub-like a web page is (HITS), or how “close” a candidate page is o a




starting region (SAE). PageRank and HITS are related to spectral graph partitioning [4] and therefore seek
to find “eigen-web-sites” of the web graph’s adjacency matrix or a simple transformation of it. Both HITS
and PageRank are relatively insensitive to their choice of parameters, unlike spreading activation energy,
which yields resuits that are extremely sensitive (o the choice of parameters {9].

Localized approaches are appealing in that the ideatified structures unambiguously have the properties
that the algorithms were designed to find. However, these approaches fail to find large related subsets of
the web graph because the localized structures are simply too small. At the other extreme, PageRank and
HITS operate on large subsets of the web graph and, therefore, can identify large collections of web pages
that are related or vatuable. However, because these methods are based on spectral graph partitioning, it is
often difficutt to understand and defend the inclusion of a given page in the collections that these algorithms
produce. In practice, meaningful results are only achieved by HITS and PageRank when textual content
is used for either preprocessing (HITS) or postprocessing (PageRank); without auxiliary text information,
both PageRank and HITS have limiled success in identifying collections of related pages [1].
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Figure 26.4 A cut (5,T7) in the flow network of Figure 26.1(b), where § — {s,v1, v2) and
T ={v3, v4,t}. The vertices in S are black, and the vertices in T are white. The net flow
across (5, T)is f(S,T) = 19, and the capacity is c(§, T) = 26.

we shall prove shortly, tells us that a flow is maximum if and only if its residual
network contains no augmenting path, To prove this theorem, though, we must first
explore the notion of a cut of a flow network. '

A cut (§,T) of flow network G = (V,E)is a partition of V into S and
T'=V —§ such that s €-§ and ! € T. (This definition is similar to the defi-
nition of “cut” that we used for minimum spanning trees in Chapter 23, except that
here we are cutting a directed graph rather than an undirected graph, and we insist
that s € S and ¢ ¢ T.) If f is a flow, then the net flow across the cut (S,7) is
defined to be (S, T). The capacity of the cut (S, T) is (8, T). A minimum cut
of a network is a cut whose capacity is minimum over all cuts of the network.

Figure 26.4 shows the cut (s, v1, v}, {3, v4, £}) in the flow network of Fig-
ure 26.1(b). The net flow across this cut is

f(vls U3) + f(_UZ) U3) -+ f(vz’ 04), = 12 + ("‘4) -+ 11
= 19,

and its capacity is

c(v, v3) + ey, v) = 12 + 14
‘ 26 .

Observe that the net flow across a cut can include negative flows between vertices,
but that the capacity of a cut is composed entirely of nonnegative values. In other
words, the net flow across a cut (S, T') consists of positive flows in both directions;
positive flow from S to T is added while positive flow from T to § is subtracted.,
On the other hand, the capacity of a cut (8, T) is computed only from edges go-
ing from S 1o 7. Edges going from T to § are not included in the computation
of c(S, T).

The following lemma shows that the net flow across any cut is the same, and it
equals the value of the flow, !
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ABSTRACT

Training is an indispensable activity for any organizations. However, a ‘reliable
method for justifying the value of training is not yet established.. This study intents to
develop such a method to fill the gap. We first propose four indicators to measure the
training effectiveness based on Kirkpatrick's (1998) Four Levels Model. This is followed
by modeling the impact of the gap between the wants of trainees and the amount they
perceive is delivered by their training program. The model is based on discrepancy theory
and predicts the gap is closely related to the indicators. Finally, model predictions hold
true for a sample of 197 trainees of the e-Business training program. Results from moder-
ated regression analysis indicate that both the training program  design and training

program implementation that trainees perceive as matching  their wants have significant
impact on the trainees’ satisfaction. '

Keywords: Training Evaluation, Four Levels Model, Discrepancy Theory, e-Business
Training Program, Moderated Regression Analysis
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Read the attached paper and answer the following questions. Note that the
time is limited, and you should budget your time carefully. You are
suggested to spend 50 minutes in reading the paper and another 50
minutes in answering the questions.

I Please describe the work and the contributions the paper has done.

2. Please describe an application, including a scenario and an example
of schema matching, to which schema matching applies.

3. Please state the comparison criteria the paper considers. Do you think
they are sufficient in evaluating schema matching algorithms? Or you
suggest some more it should consider. Please justify your answer.
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Hong-Hai Do, Sergey Melnik, Erhard Rahm

University of Leipzig
Augustusplatz 10-11, 04109, Leipzig, Germany
{hong, melnik, rahm)@informatik.uni-leipzig.de
dbs.uni-leipzig.de

Abstract. Recently, schema matching has found considerable interest in both
research and practice. Determining matching components of database or XML
schemas is needed in many applications, e.g. for E-business and data integra-
tion. Various schema matching systems have been developed to solve the prob-
lem semi-automatically. While there have been some evaluations, the overall el-
fectiveness of currently available aulomatic schema matching systems is largefy
unclear. This is because the evaluations were conducted in diverse ways making
it difficult 10 assess the effectiveness of each single system, let alone to compare
their effectiveness. In this paper we survey recently published schema matchin g
evaluations. For this purpose, we introduce the major criteria that influence the
effecliveness of a schema matching approach and use these criteria to compare
the various systems. Based on our observations, we discuss the requirements for
future match implementations and evalvations.

1. Introduction

Schema matching is the task of finding semantic correspondences between elements of
two schemas [11, 14, 17]. This problem needs to be sotved in many applications, e.g.
for data integration and XML message mapping in E-business. In today's syslems,
schema matching is manual, a time-consuming and tedious process which becomes
increasingly impractical with a higher number of schemas (data sources, XML mes-
sage formats) to be dealt with. Various systems and approaches have recently been
developed to determine schema matches (semi-)automatically, e.g., Auteplex {1], Auto-
match (2], Clio {22, 16], COMA [7], Cupid [14], Delta [6], DIKE [19], EJX [1o1*, GLUE
[9], LSD [8], MOMIS (and ARTEMIS) (3, 5], Semint {11, 12, 13], SKAT [18], Similarity
Flooding (SF) [15], and TranScm [17). While most of them have emerged from the
context of a specific application, a few approaches (Clio, COMA, Cupid, and SF), try to
address the schema matching problem in a generic way that s suitable for different
applications and schema langnages. A laxonomy of automatic match techniques and a
comparison of the match approaches followed by the various systems is provided in
[20]. .
For identifying a solution for a particular match problem, it is important to under-
stand which of the proposed techniques performs best, i.e., can reduce the manual
work required for the match task at hand most effectively. To show the effectiveness

! The authors did not give a name lo their system, so we refer ta it in this paper using the initials of the
authors” names.




of their system, the authors have usually demonstrated its application to some real-
world scenarios or conducted a study using a range of schema matching tasks. Unfor-
tunately, the system evaluations were done using diverse mmethodologies, metrics, and
data making it difficult to assess the effectiveness of each single system, not to men-
tien to compare their effectiveness. Furthermore, the systems are usually not publicky
available making it virtually impossible to apply them to a common test problem or
benchmark in order Lo obtain a direct quantitative comparison.

To obtain a better overview abaut the current state of the art in evaluating schema
matching approaches, we review the recently published evaluations of the schema
matching systems in this paper. For this purpose, we introduce and discuss the major
criteria influencing the effectiveness of a schema matching approach, e.g., the chosen
test problems, the design of the experiments, the metrics used to quantify the match
quality and the amount of saved manual efforl. We intend our criteria to be useful for
future schema matching evaluations so that they can be documented better, their result
be more reproducible, and a comparison between different systems and approaches be
easier. For our study, we only use the information available from the publications
describing the systems and their evaluation.

In Section 2, we present the criteria that we use in our study to contrast the evalua:
tions described in the literature, In Section 3, we review the single evaluations by
giving first a short description about the system being evaluated and then discussing
the methodology and the result of the actual evaluation. In Section 4, we compare the
evaluations by summarizing their strengths and weakness. We then present our obser-
vations concerning the current situation of the match systems as well as the challenges
that future match implementations and evaluations should address. Section 5 con-
cludes the paper.

2. Comparison criteria

To compare the evaluations of schema matching approaches we consider criteria from

four different areas;

* Inpur: What kind of input data has been used (schema information, data instances,
dictionaries etc.)? The simpler the test problems are and the more auxiliary infor-
mation is used, the more likely the systems can achieve better effectiveness. How-
ever, the dependence on auxiliary information may also lead to increased prepara-
tion effort.

*  Quipur: What information has been included in the match resuit {mappings be-
tween attributes or whole tables, nodes or paths etc.)? Whal is the correct result?
The less information the systems provide as output, the lower the probability of
making errors but the kigher the post-processing effort may be.

* Quality measures: What metrics have been chosen to quantify the accuracy and
completeness of the match result? Because the evaluations usually use different
metrics, i is necessary to understand their behavier, i.e. how optimistic or pessi-
mistic their quality estimation is.

* Lffort: How much savings of manual effort are obtained and how is this quanti-
fied? What kind of manual effort has been measured, for example; pre-match effort
(training of learners, dictionary preparation etc.), and post-match effort (correction
and improvement of the match output)?




In the subsequent sections we elaborate on the above criteria in more detai).
2.1.  Enput: test problems and auxiliary information

To document the complexity of the test problems, we consider the following informa-

tion about the test schemas:

* Schema language (relational, XML schemas, etc.): Different schema languages
can exhibit different facets to be exploited by match algorithms, However, relying
on language-specific facets will cause the algorithms to be confined to the patticu-
lar schema type. In current evaluations, we have observed only homogeneous
match tasks, i.e. matching between schemas of the same type.

* Number of schemas and match tasks: With a high number of different match tasks,
it is more likely to achieve a realistic match behavior. Furthermore, the way the
match tasks are defined can also influence the problem complexity, e.g. matching
many independent schemas with each other vs. matching source schemas to a sin-
gle global schema,

* Schema information: Most important is the number of the schema elements for
which match candidates are to be delermined. The bigger the input schemas are,
the grealer the search space for match candidates will be, which ofien leads to
lower match quality. Furthermore, matchers exploiting specific facets will perform
better and possibly outperform other matchers when such information is present or
given in better quality and quantity,

* Schema similarity: Intuitively, a match task with schemas of the same size be-
comes “harder” if the simjlarity between them drops. Here we refer to schema
similarity simply as the ratio between the number of matching elements (identified
in the manuaily coustructed match result) and the number of all elements from
both inpul schemas [7]. '

»  Auxiliary information used: Examples are dictionaries or thesauri, or the con-
straints that apply (o certain match tasks (e.g., each source element must match at
least one target element). Availability of such information can greatly improve the
result quality. '

2.2, Output: match result

The output of a match system is a mapping indicating which elements of the input
schemas correspond to each other, i.e. match, To assess and to compare the output
quality of different match systems, we need a uniform representation of the colrespon-
dences. Currently, all match prototypes determine correspondences between schema
elements (element-level matches [20]) and use similarity values between 0 (strong
dissimilarity} and | (strong similarity) to indicate the plausibility of the correspon-
dences. However, the quality and- quantity of the correspondences in a maich result
still depend on several orthogonal aspects:

* Elemeni representation: Schema matching systems typically use a graph model for
the internal representation of schemas. Hence, schema elements may either be Tep-
resented by nodes or paths in the schema graphs which also impacts the represen-
tation of schema matches. Figure 1 shows a simple match problem with two small
{purchase order) schemas in directed graph representation; a sample match be-
tween nodes would be ContactesContactPers. However, shared clements, such as
ContactPers in PO2, exhibit different contexts, i.e. PDeliverTo and BillTo, which




should be considered independently. Thus, some systems return matches between
node paths, e.g., POI.Contacte> P2 DeliverTo.ContactPers. Considering paths
possibly leads to more elements, for which match candidates can be individually
determined, and thus, possibly to more correspondences. Furthermore, the paths
implicitly include valuable join information that can be utilized for generating the

mapping expressions.
FO2

Address
Figure 1. Schema examples for a simple match task
Cardinality: An element from one schema can participate in zero, one or several
match correspondences from the second input schema (global cardinality of 1:1,
l:n/n:1, or m:m). Moreover, within a carrespondence one or more elements of the
first schema may be matched with one or more elements of the second schema (lo-
cal cardinality of 1:1, I'n/:t, n:m) [20]. For example, in Figure 1, PO!.Contact
may be matched to both P02 DeliverTo.ContactPers and
FPO2.BillTo.ContactPers. Grouping these two match relationships within a single
carrespondence, we have 1:n local cardinality. Representing them as two separatg
correspandences leads to l:n global and 1:1 local cardinality. Most automatic
match approaches are restricted to 1:1 local cardinality by selecting for a schema

Contact

clement the most similar one from the other schema as the match candidate.

2.3.  Match quality measures

To provide a basis for evaluating the quality of  Real matches  Derived malches
automatic match strategies, the match task first -

has to be manually solved. The obtained real \‘
maich result can be used as the “gold standard” c

10 assess the quality of the result automatically .0
determined .by the rr.wtch systern. Comparmg A Tane Negetves B Troe P
the automatically derived matches with the real ¢ rase Positves D: True Negalives

matches results in the sets shown in Figure 2
that ¢an be used to define quality measures for

Figure 2. Comparing real matches and
automatically derived maiches

schema matching, In particular, the set of derived matches is comprised of B, the frue
positives, and C, the false positives. False negatives (A) are matches needed bt not
automatically identified, while false positives are matches falsely proposed by the
automatic match operation. True regatives, D, are false matches, which have also
been correctly discarded by the automatic match operation. Intuitively, both falsé
negatives and false positives reduce the match quality.

Based on the cardinality of these sels, two common measures, Precision and Re-
call, which actually originate from the information retrieval field, can be computed:
. i8] reflects the share of real correspondences among all found ones

Precision=

tal+Ic]

Recall=

4 +2]

1B specifies the share of real correspondences that is found




In the ideal case, when no false negatives and false positives are returned, we have
Precision=Recall=1. However, neither Precision nor Recail alone can accurately
assess the match quality. In particular, Recall can easily be maximnized at the expense
of & poor Precision by returning all possible correspondences, i.e. the cross product of
two input schemas. On the other side, a high Precision can be achieved at the eXpense
of a poor Recall by returning only few (correct) correspondences.

Hence it is necessary to consider both measures or a combined measure. Several
combined measures have been proposed so far, in particular:

8] . Precision * Recall , which also stems
(-a)* |4 +]8l+a*lc] (1 - ) * Precision + o * Recall

from the information retrieval field [21). The intuition behind this parametrized

wmeasure (0<a<l) is to allow different relative importance to be attached to

Precision and Recall. In particular, F-Measure(a)— Precision, when a— 1, i.e. no

importance is attached to Recall, and F-Measure(a)->Recall, when a—0, ie. no
importance is atached to Precision. When Precision and Recall are considered
equally important, i.c. @=0.5, we have the following combined measure:
. ' 2418 _ 4 Precision* Recall , which represents the harmonic
F-Meastre= =
(al+18)+[8[+]cll * Precision+ Recall

mean of Precision and Recall and is the most coramon variant of F-Measure(a) in

information retrieval. Currently, it is used in [2] for estimating match quality,

* overall =1 |4 +)c] _is-d _ ! ) wiich has been introduced in

1A|+|B| 1AE+|BI Pregision .

£15]% and is also used in [7]. Unlike F-Measure(a), Overall was developed

specifically in the schema matching context and embodies the idea to quantify the
post-match effort nceded for adding false negatives and removing false positives.

To compare the behavior of F-
Measure and Overall, TFigure 3
shows them as functions of Precision .
and Recall, respectively. Apparently, *
F-Measure is much more optimistic
than Overall. For the same Precision
and Recall values, F-Measure is still
much higher than Overall, Unlike the
other measures, Overall can have
negalive values, if the number of the ‘
false positives exceeds the number of Recat 20
the true positives, i.e. Precision<0.5. LT e e b
Both combined measures reach their
highest value (1.0) with
Precision=Recall=1.0. In all other .
cases, while the value of F-Measure is within the range determined by Precision and
Recall, Overall is smaller than both Precision and Recall.

F-Measure(a) =

Recall *( 2-

F-Measure

Precision
Figure 3. F-Measure and Overall as functions
of Precision and Recall

? Here it is called Accuracy




2.4, Test methodology: what effort is measured and how

Given that the main purpose of automatic schema matching is to reduce the ameunt
of manual work quantifying the user effort still required is a major requirement. How-
ever this is difficult because of many subjective aspects involved and thus a largely
unsolved problem. To assess the manual effort one should consider both the pre-
match effort required before an automatic matcher can run as well as the post-match
effort to add the false negatives to and to remove the false positives from the final
malich result.

Pre-match effort includes:

* Training of the machine learning-based matchers

* Configuration of the various paraneters of the match algorithms, e.g., setting dif-
ferent threshold and weight values

* Specification of auxiliary information, such as, domain synonyms and constraints

In fact, extensive pre-match effort may wipe out a large fraction of the labor sav-
ings obtained through the aulomatic matcher and therefore needs to be specified pre-
cisely. In all evaluations so far the pre-match effort has not been taken into account for
determining the quality of a match system or approach.

The simple measures Recall and Precision only pattially consider the post-maich
effort. In particular, while 1-Recall gives an estimate for the effort to add false nega-
tives, 1-Precision can be regarded as an estimate for the effort to remove false posi-
tives, In contrast, the combined measures F-Measure(a) and Overall take both kinds
of effort into account. Overall assumes equal effort to remove false positives and to
identify false negatives although the Jatter may require manual searching in the input
schemas. On the other hand, the parameterization of F-Measure(a) already allows to
apply individual cost weighting schemes. However, determining that a match is cor-
rect requires extra work not considered in both Overall and F-Measure(u).

Unfortunately, the effort associated with such manual pre-match and post-match
operations varies heavily with the background knowledge and cognitive abilities of
users, their familiarity with tools, the usability of tools {e.g. available GUI features
such as zooming, highlighting the most likely matches by thick lines, graying out the
unlikely ones ete.) making it difficult to capture the cost in a general way.

Finalty, the specification of the real match result depends on the individuat user
perception about correct and false correspondences as well as on the application con-
text. Hence, the match quality can differ from user to user and from application to
application given the samne input schemas. This effect can be limited to some extent by
consulting different users to obtain multiple subjective real match results [15].

3. Studies 7

In the following, we review the evaluations of eight different match prototypes,
Auteplex, Automatch, COMA, Cupid, LSD, GLUE, Semlnt, and SF. We have encountered a
number of systems, which either have not been cvaluated, such as Clio, DIKE, MOMIS,
SKAT, and TranScm, or their evaluations have not been described with sutficient detail,
such as Delta, and EJX. Those systems are not considered in our study. For each sys-
tern, we shortly describe its match approach and then discuss the details of the actual
evaluation. According to the taxonomy presented in [20], we briefly characterize the
approaches implemented in each system by capturing :




* The type of the matchers implemented (schema vs. instance level, element vs.
structure level, language vs. constraint based etc.)

* The type of information exploiled (e.g., schema properties, instance characteris-
tics, and external information)

¢ The mechanism to combine the matchers (e.g., hybrid or composite [20, 7]).

3.1.  Autoplex and Automatch

System description: Auloplex [1] and its enhancement Automatch [2] represent single-
strategy schema matching approaches based on machine learning. In particular, a
Naive Bayesian learner exploits instance characteristics to match attributes from a
relational source schema to a previously construcled global schema. For each source
attribute, both match and mismatch probability with respect to every global attribute
are determined. These probabilities are normalized to sum to | and the mateh prob-
ability is returned as the similarity between the source and global attribute. The corre-
spondences are filtered to maximize the sum of their similarity under the condition
ihat no correspondences share a common element. The match result consists of attrib-
ute correspondences of 1:1 local and global cardinality.

Evaluation: In both Autoplex and Automatch evaluation, the global schemas were
rather small, containing 15 and 9 attributes, respectively. No information about the
characteristics of the involved source schemas was given. First the source schemas
were malched manually to the global schema, resulting in 21 and 22 mappings in the
Autoplex and Automatch evaluation, respectively, These mappings were divided into
three portions of approximately equal content, The test was then carried out in three
runs, each using two portions for learning and the remaining portion for matching.

The Autoplex evatuation used the quality measures Precision and Recail} while for
Automaich, F-Measure was employed. However, the measures were not determined for
single experiments but for the entire evaluation: the false/true negatives and positives
were counted over all match tasks. For Autoplex, they were reported separately for
table and column matches. We re-compute the measures to consider all maiches and
obtain a Precision of 0.84 and Recall of 0.82, corresponding to an F-Measure of 0.82
and Overall of 0.66. Furthermore, the numbers of the false/true negatives and posi-
tives were rather small despite counting over muitiple tasks, leading to the conclusion
that the source schemas must be very small. For Aufomalch, the impact of different
methods for sampling instance data on match quality was studied. The highest F-
Measure reported was 0.72, so that the corresponding Qverall must be warse.

3.2. COMA

System description: COMA [7] follows a composite approach, which provides an
extensible library of different matchers and supports various ways for combining
match results, Currently, the matchers exploit schema information, such as element
and structural properties. Furthermore, a special matcher is provided to reuse the re-
sults from previous match operations. The combination strategies address different
aspecis of match processing, such as, aggregation of matcher-specific results and
match candidate selection. Schemas are transformed to rooted directed acyclic graphs,
on which all match algorithms operate. Each schema element is uniquely identified by

* Here they are called Seundress and Complereness, respectively




its complete path from the root of the schema graph to the corresponding node, COMA
produces element-level matches of [:1 local and m:n global cardinality.

Evaluation: The COMA evaluation used 5 XML schemas for purchase orders taken
from www biztalk.org. The size of the schemas ranged from 40 to 145 unique ele-
ments, i.e. paths. Ten maltch tasks were defined, each matching two different schemas.
The similarity between the schemas was mostly only around 0.5, showing that the
schemas are much different even though they are from the same domain, Some pre-
match effort was needed to specify domain synonyms and abbreviations.

A comprehensive evaluation was performed with COMA to investigate the impact of
different combination strategies on match quality and to compare the effectiveness of
different matchers, i.e. single matchers vs. matcher combinations, with and without
reuse. The entire evaluation consisted of over 12,000 test series, in each of which a
different choice of matchers and combination strategies was applied. Each series in
turn consisted of 10 experiments dealing with the (10) predefined match tasks, The
quality measures Precision, Recall, and Gverall were first determined for single ex-
periments and then averaged over 10 experiments in each series (average Precision,
etc.). Based on their quality behavior across the series, the best combination strategies
were determined for the default match operation.

a) Single malchers . b} Malchar combinalions
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Figure 4. Match quality of COMA [7]

Figure 4a shows the quality of the single matchers, distinguished between the no-
reuse and reuse-oriented ones. The reuse malchers yielded significantly better quality
then the no-reuse ones. Figure 4b shows the quality of the best matcher combinations.
[n general, the combinations achieved much better quality than the single matchers.
Furthermore, a superiority of the reuse combinations over the no-reuse ones was agam
observed. While the best no-reuse matcher, A/, combining all the single no-reuse
matchers, achieved average Overall of 0.73 (average Precision 0.95, average Recall
0.78), the best reuse combination, Afl+SchemaM, reached the best average Overall in
the entire evaluation, 0.82 (average Precision 0.9, average Recall 0.89). These com-
binations also yielded the best quality for most match tasks, i.e. high stability across
different match tasks. However, while optimal or close to optimal Overail was
achieved for the smaller match tasks, Overafl was limited to about 0.6-0.7 in larger
problems. This was apparently also influenced by the moderate degrez of schema
simitarity.

3.3, Cupid

System description: Cupid [14] represents a sophisticated hybrid match approach
combining a name matcher with a structural match algerithm, which derives the simi-




larity of elements based on the similarity of their components hereby emphasizing the
name and dala type similarities present at the finest level of granularity (lealievel). To
address the problem of shared elements, the schema graph is converted to a tree, in
which additional nodes are added to resolve the multiple relationships between a
shared node and its parent nodes. Cupid returns element-level correspondences of 1:1
local and n:1 global cardinality.

Evaluation: In their evaluation, the authors compared the quality of Cupid with 2
previous systems, DIKE and MOMIS, which had not been evaluated so far, For Cupid,
some pre-match effort was needed to specify domain synonyms and abbreviations.
First, the systems were tested with some canonical match tasks considering very small
schema fragments. Second, the systems were tested with 2 real-world XML schemas
for purchase order, which is also the smallest match task in the COMA evaluation [7].
The authors then compared the systems by locking for the correspondences which
could or could not be identified by a particular system. Cupid was able to identify all
necessary correspondences for this match task, and thus showed a better quality than
the other systems. In the entire evaluation, no quality measures were computed.

3.4, LSD and GLUE

System description: LSD [8] and its extension GLUE [9] use a composite approach té
combining different matchers. While LSD maiches new data sources to a previously
determined giobal schema, GLUE performs matching directly between the data
sources. Both use machine-learning techniques for individual matchers and an auto-
matic combination of match resulfs. In addition to a name matcher, they use several
instance-level matchers, which discover during the learning phase different character-
istic instance patterns and matching rules for single elements of the target schema. The
predictions of individual matchers are combined by a so-calied melta-learner, which
weights the predictions from a matcher according to its accuracy shown during the
training phase. The match result consists of element-lével correspondences with |:§
local and n:1 global cardinality.
Evaluation: LSD was tesied
on 4 domams, in each of
which 5 data sources were
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elements), while the largest
global schema had 66 attrib-
utes. GLUE was evaluated for 3 domains, in each of which two website taxonomies
were matched in two different directions, i.e. A—B and B->A, The taxonomies were
relatively large, containing up to 300 elements. Both systems rely on pre-match effort

Figure 5. Match quality of LSD [8]




on the one side to train the learners, and on the other side, to specify domain syno-
nyms and constraints.

For both LSD and GLUE, different leamer combinations were evaluated. For LSD,
the impact of the amount of available instance data on match quality was also studizd,
Match gquality was estimated using a single measure, called match accuracy, defined
as the percentage of the maichable source attributes that are matched correctly. It
corresponds to Recall in our definition due to one single correspondence returned for
each source element. Furthermore, we observe that at most a Precision equal to the
presented Recall can be achieved for single match tasks; that is, if all source elements
are matchable. Based on this conclusion, we can derive the highest possible F-
Measure (=Recall) and Overall (=2*Recall-1) for both LSD and GLUE. Figure 5 shows
the quality of different leamer combinations in LSD. The best quality was usually
achteved when all learners were involved. In the biggest match tasks, LSD and GLUE
achieved Recall of around 0.7, i.e. Overall of at most 0.4. In the case of GLUE, this
quality is quite impressive considering the schema sizes involved {333 and 115 ele-
ments [9]). On average (over all domains), LSD and GLUE achieved a Recali of ~0. 8,
respectively. This corresponds to an Overall of at most 0.6.

3.5, Similarity Flooding (SF)

System description: SF [15] converts schemas (SQL DDL, RDF, XML) into labeled
graphs and uses fix-point computation to determine correspondences of 1:1 local and
m:n global cardinality between corresponding nodes of the graphs. The algorithm has

been employed in a hybrid combination with a simple name matcher, which suggests
~an initial element-level mapping to be fed to the structural SF matcher, Unlike other
schema-based match approaches, SF does not exploit terminological relationships in

an externat dictionary, but entirely relies on string similarity between element names. .

In the last step, various filters can be specified to select relevant subscts of match

results produced by {he structural maicher.
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Figure 6. Match quality of Similarity Flooding Algorithm s
Evaluation: The SF evaluation used 9 match tasks defined from 18 schemas (XML
and SQL DDL) taken from different application domains. The schemas were small
with the number of elements ranging from 5 to 22, while showing a relatively high
similarity to each other (0.75 on average). Seven users were asked to perform the
manual match process in order to obtain subjective match results. For each match
tasks, the resulis returned by the system were compared against all subjective results
to estimate the automatic maich quality, for which the Overall measure was used.
Other expenments were also conducted to compare the effectiveness of different fil-




ters and formulas for fix-point computation, and to measure the impact of randomizing
the similarities in the initial mapping on match accuracy. The best configuration was
identified and used in SF. Figure 6 shows the Overall values achieved in the single
match tasks according to the match results suggested by the single users. The average
Overall quality over all match tasks and all users is around 0.6.

36. Semlnt

System description: Semint [11, 12] represents a hybrid approach exploiting both
schema and instance information to identify corresponding attributes between rela-
tional schemas. The schema-level constraints, such as data type and key constraints,
are derived from the DBMS catalog. Instance data are exploited to obtain further
information, such as actual value distributions, numerical averages, etc, For each at-
tribute, Semint determines a signature consisting of values in the interval [0.1] for all
involved maltching criteria. The signatures are used first to cluster similar attributes
from the first schema and then to find the best matching cluster for atiributes from thé
second schema. The clustering and classification process is performed using neural
networks with an automatic training, hereby limiting pre-match effort. The match
result consists of cluslers of similar attributes from both input schemas, leading to m:n
local and global match cardinality. Figure 7 shows a sample output of Semint. Note
that each cluster may contain multiple 1:1 correspondences, which are not always
cotrect, such as in the first two clusters.

{Databasel Faculty. 55N, Databasel.Student.Stud_ID, Database?. Personnal.1D,

similarity = 0.98)
{Databasel. Faculty.Facu_Nzme, Databasel.Student Stud Name,
Database?. Personnel.Name, similarity = 0.92)
(Databasel Student.Tel#f, Database2 Personnel. W_phoned/, similarity = 0.94)
(Databasel Student. Tel#, Datnbase? Personne). H. phonegt, similnrity = 1.95)

Figure 7. Semint output: match result [12]

Evaluation: A preliminary test consisting of 3 experiments is presented in [11]. The
test schemas were small with mostly less than 10 attributes. However, the quality
measures for these experiments were only presented later in [12, 13]. In these small
match tasks, Semint performed very well and achieved very high Precision (0.9, 1.0,
1.0) and Recall {1.0). In {12, 13], Semint was evaluated with two further match iasks.
ta the bigger match task with schemas with up to 260 attributes, Semlnt surprisingly
performed very well (Precision ~0.8, Recall ~0.9). But in the smaller task with sche-
mas containing only around 40 elements, the quality dropped drastically (Precision
0.20, Recal! 0.38).

On average over 5 experiments, Seminl achieved a Precision of 0.78 and Recall of
0.86. Using the Precision and Recall values presented for each experiment, we can
also compute the average F-Measure, 0.81, and Overail, 0.48. On the other hand, it is
necessary lo take into consideration that this match quality was determined from
match results of attribute clusters, each of which possibly contains muitiple 1:§ corre-
spondences. In addition to the match tasks, further tests were performed to measuré
the sensitivity of the single match criteria employed by Semint [12]. The results al-
lowed to identify a minimal subset of match criteria, which could still retain the over-
all effectiveness.




4. Ddscussion and conclusions

We first summarize the strengths and weaknesses of the single evaluations and then
present our conclusions concerning future evaluations.

4.1. Comparative discussion

Table | gives a summary about the discussed evaluations. The test problems came
from very different domains of different complexity. While a few evaluations used
simple match tasks with small schemas and few correspondences to be identified
(Auteplex, Automatch, SF), the remaining systems also showed high match quality for
more complex real-world schemas (COMA, LSD, GLUE, Seminf). Some evaluations,
such as Autoplex and Aulomatch, completely lack the description of their test schemas.
The Cupid evaluation represents the only effort so far that managed to evaluate multi-
ple systems on uniform test problems. Unlike other systems, Auloplex, Automatch and
LSD perform matching against a previously constructed global schema.

All systems return correspondences at the element level with similarity values in
the range of [0,1]. Those confined to instance-Jevel matching, such as Autoplex, Aulo-
match, and Semlnt, can only deliver correspendences at the finest level of granularity
(attributes). In all systems, except for Semint, correspendences are of 1:1 lacal cardi-
nality, providing a common basis for determining match quality.

Only the SF evaluation took into account the subjectivity of the user perception
about required match correspondences. Unlike other approaches, Semint and SF do not
require any manual pre-match effort. In several evaluations, e.g. COMA, LSO, GLUE,
Semint and SF, different system configurations were tested by varying match parame-

ters on the same match fasks in order fo measure the fimpact of the parameters on ‘

match quality. Those results have provided valuable insights for improving and devel-
oping new match algorithms.

Usually, the quality measures were computed for single match experiments. Excep-
tions are Cupid with no quality measure computed, and Aufoplex, Automalch with quality
measures mixing the match results of several experiments in a way that does nat allow
us to assess the quality for individual match tasks. Whenever possible, we tried to
translate the quality measures considered in an evaluation to others not considered so
that one can get an impression about the actual meaning of the measures. Still, the
computed quality measures cannot be used to directly compare the effectiveness of the
systems because of the great heterogeneity in other evaluation criteria. Only exploiting
schema information, COMA seems quite successful, while the LSD/GLUE approach is
promising for utilizing instance data,

4.2, Conclusions

The evaluations have been conducted in so different ways that it is impossible to di-
rectly compare their results. While the considered match problems were mostly sim-
ple, many techniques have proved to be quite powerful such as exploiting element and
structure properties {Cupid, SF, COMA}, and utilizing instance data, e.g., by Bayesian
and Whirl learners (LSD/GLUE} or neural networks (Semint). Moreover, the combined
use of several approaches within composite match systems proved to be very success-
ful (COMA, LSD/GLUE). O the other side, there are still unexpleited opportunities, e.g.
in the use of large-scale dictionaries and standard taxonomies and increased reuse of




Table 1. Summary of the evaluations

similarity

Autoplex & COMA Cupid LsD & SemlInt SF
~-maich GLUE
References [{] and {2} {7] {14} [B] and [9] [§).12,13] {15]
Test problems

Tested schema [relational XML XML XML, relational XML, rela-
| Lypes tional
#Schemas / 15/21 & 5710 2/t 24/20 & 10/5 18/9
#Match tasks  115/22 36 :
Min/Max/Avg |- 40/145/77 40/54/147 14/66/- & 6/260/57 512202
schema size 34/333/143
Min/Max/Avg [- 0.43/0.8/0.58 - B - 0.46/0.94/0.75
schema

Malch result representation
Matches etement-ievel correspondences with_similarity value in range {0,1]
Element repr. | node (attr.) path path nade nede (attr.) node
Lacal/global 1:1/1:1 1:l/men IRICH] 1:1/n:1 m:n/m:n 1:1/men
cardinality (alir. clusier)
Quality measures and test methodology
Employed Precision, Precision, none Recall Precision, Cverall
quality meas- JRecall & F- | Recall, Overall Recall
ures Measure
Subjectivity I user 7 users
Studicd impact [ Automalch:  [matchers, none leamer combi- | constraints fiters, fix-peint
on maich methods fer | combination, nations, LSD:  [(discrimipa- | formulas,
quality sampling reuse, schema amount of data |tors) randomizing
instance data | characteristics listings initia) sim

Pre-match training specilying specifying training, nonc nene
eflort domain syno- | domain specifying

nyms synonyms domain syno-

nyms, con-
siraints
Best average match quality
Prec./Recall 0.84/0.52 0.93/0.89 - ' ~{.8/0.8 0.78/0.86 -
F-Measure .82 £ 0.72 [0.90 - ~D.8 0.81 -
QOverall 0.66 0.82 - ~0.6 0.48 ~0.6
Evaluation highlights

Big schemas, |Comparative |Big schemas Big schemas, } User subjectiv-

Systematic evaluation of Mo pre-match | ity, No pre-

evaluation 3 systems effort match effgrt

previous match results (COMA). Future match systems should integrate those tech-
niques within a composite framework to achieve maximal flexibility.
Future evaluations should address the following issues:
* Better conception for reproducibility: To allow an objective interpretation and
casy comparison of match quality between different systems and approaches, fu-
ture evaluations should be conceived and documented more carefully, if possible,
including the criteria that we identified in this paper.
¢ Input faciors — test schemas and system parameters: All evaluations have shown
that match quality degrades with bigger schemas. Hence, future systems should be
evaluated with schemas of more realistic size, e.g. several hundreds of elements.
Besides the characteristics of the test schemas, the various input parameters of
each system can also influence the match quality in different ways. However, their
impact has rarely been investigated in a comprehensive way, thus potentially miss-
ing opportunities for improvement and tuning. Similarly, previous evaluations
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typically reported only some peak values w.r.t. some quality measure so thal the
overail match quality for a wider range of configurations remained open,

*  Output factors — match results and quality measures: Tnstead of determining only

one match candidate per schema clement, future systems could suggest multiple,
i.e. top-K, match candidates for each schema element. This can make it easier for
the user to determine the final match result in cases where the first candidate is not
correct. In this sense, a top-K match prediction may already be counted as correct
if the required match candidate is among the proposed choices.
Previous studies used a variety of different quality measures with limited Expres-
siveness thus prevenling a qualitative comparison between systems. To improve
the situation and to consider precision, recall and the degree of post-match effort
we recommend the use of combined measures such as Overall in future evalua-
tions. However, further user studies are required to quantify the different effort
needed for finding missing matches, removing false positives, and verifying the
correct results. Another limitation of current quality measures is that they do not
consider the pre-match effort and the hardness of match problems.

Ultimately, a schema matching benchmark seems very helpful to better compare
the effectiveness of different match systems by clearly defining all input and output
factors for a uniform evaluation. In addition to the test schemas, the benchmark should
also specify the use of all auxiliary information in a precise way since otherwise any
hard-to-detect correspondences could be built info a synonym table to facilitate match-
ing. Because of the extreme degree of heterogeneity of real-world applications, the
benchmark should not strive for general applicability but focus on a specific applica-
tion domain, e.g., a certain type of E-business. Alternatively, a benchmark can focus
on determining the effectiveness of match systems with respect to specific maich ca-
pabilities, such as name, structural, instance-based and reuse-oriented matching, Cur-
rently we are investigating how such benchmarks could be generated.

5. Summary

Schema matching is a basic problem in many database and data integration applica-
tions. We observe a substantial research and development effort in order to provide
semi-automatic solutions aiding the user in this time-consuming task. So far, many
systems have been developed and several of them evaluated to show their effective-
ness. However, the way the systems have been tested varies to a great exlent from

evaluation to evaluation. Thus it is difficult to interpret and compare the maich quality

presented for each system.

We proposed a catatog of criteria for documenting the evaluations of schema
matching systems. In particular, we discussed various aspects that contribute to the
match quality obtained as the result of an evaluation. We then used our criteria and the
information availabie in the literature to review several previous evaluations. Based on
the observed strengths and weaknesses, we discussed the problems that future system
implementations and evaluations should address. We hope that the criteria that we
identified provide a wseful framework for conducting and describing future evalua-
tions.
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