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Read the attached paper and answer the following questions. Note that the time is
limited, and you should budget your time carefully. You are suggested to spend 50
minutes in reading the paper and another 50 minutes in answering the questions.

1. Please describe the problem that the paper wants to solve. What are the features
of a solution that the authors think should have?
Please describe the proposed approach in detail.

3. The proposed approach uses a standardized language to communicate between
producers and consumners. What are the functions of the language. What is the
key idea of designing such a language?

4. What additional features the system should have for user point of view? Please

propose your solution.
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ABSTRACT

Software deployment is an evolving collection of interre-
lated processes such as release, install, adapt, reconfigure,
update, activate, deactivate, remove, angd retire. The con-
nectivity of large networks, such as the Internet, is affecting
how software deployment is performed. It is necessary to
introduce new software deployment technologies that lev-
erage this connectivity. The Software Dock framework
creates a distributed, agent-based deployment framework to
support the ongoing cooperation and negotiation among

software producers themselves and among software pro-

ducers and software consumers. This deployment frame-
work is enabled by the use of a standardized deployment
schema for describing software systems, called the Deploy-
able Software Description (DSD) format. The Software
Dock also employs agenfs to traverse between software
producers and consumers in order to perform software de-
ployment activities by interpreting the descriptions of soft-
ware systems. The Software Dock infrastructure allows
software producers to offer their customers high-level de-
ployment services that were previously not possible..

Keywords
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1 INTRODUCTION

The connectivity of large networks, such as the Internet, is
affecting how software deployment is being performed.
The simple notion of providing a complete installation pro-
cedure for a software system on a CD-ROM is giving way
to a more sophisticated notion of ongoing cooperation and
negotiation among software producers and consumers.
This connectivity and cooperation allows software produc-
ers to offer their customers high-level deployment services
that were previously not possible. In the past, only soft-
ware system installation was widely supported, but already
support for the update process is becoming common, Sup-
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port for other software deployment processes, though, such
as release, adapt, activate, deactivate, remove, and retire
[see Section 2] is still virtually non-existent.

New software deployment technologies are necessary if
software producers are expected to accept more responsi-
bility for the long-term operation of their software systems.
In order to support software deployment, new deployment
.technologies must:

e operate on a variety of platforms and network envi-
ronments, ranging from single sites to the entire Inter-
net,

¢ provide a semantic model for describing a wide range
of software systems in order to facilitate some level of
software deployment process automation,

» provide a semantic model of target sites for deploy-
ment in order to describe the context in which deploy-
ment processes occur, and

¢ provide deceatralized control for both software pro-
ducers and consumers.

The Software Dock research project addresses many of
these concerns. The Software Dock is a system of Joosely
coupled, cooperating, distributed components. The Soft-
ware Dock supports software producers by providing the
release dock that acts as a repository of software system
releases. At the heart of the release dock is a standard se-
mantic schema for describing the deployment requirements
of software systems. The field dock component of the
Software Dock supports the consumer by providing an in-
terface to the consumer’s resources, canfiguration, and de-
ployed software systems. The Software Dock employs
agents that travel from release docks to field docks in order -
to perform specific software deployment tasks while
docked at a field dock. The agents perform their tasks by
interpreting the semantic descriptions of both the software
systems and the target consumer site. A wide-area event
system connects release docks to field docks and enables
asynchronous, bi-directional connectivity.

The purpose of this paper is to discuss how the Software
Dock project supports -software deployment processes.
This is accomplished by first introducing the precesses that




comprise software deployment in Section 2. Section 3 pro-
vides a high-level introduction io the Software Dock, a
framework for software deployment, while Section 4 de-
scribes the Deployable Software Description {DSD) format,
a critical piece of the Software Dock project used to de-
scribe the deployment requirements of software systems.
Section 5 discusses specific deployment process support
through the use of agents. Section 6 discusses security as it

relates to the deployment and the Software Dock specifi--

cally, while Section 7 discusses related work. Lastly, cur-
rent status and future work are discussed in Sections £ and
9, respectively, followed by the conclusion.

2 SOFTWARE DEPLOYMENT LIFE CYCLE

In the past, software deployment was largely defined as the
installation of a software system; a view of software de-
ployment that is simplistic and incomplete. Software de-
ployment is actually a collection of interrelated activities
that form the software deployment life cycle: This life cy-
cle, as defined by this research, is an evolving collection of
processes that include release, retire, install, activate, deac-
tivate, reconfigure, update, adapt, and remove.

The processes of the software deployment life cycle are
performed on either the software producer or consumer
side; the processes for each side are described below.

Producer-side Processes

The producer-side of the life cycle consists of two proc-
esses, release and retire. The release process is the bridge
between development and deployment. It encompasses all
of the activities needed to package, prepare, provide, and
advertise a system for deployment to consumer sites. The
release package that i created contains the physical arti-
facts that comprise a given software system and also a de-
scription of the deployment requirements for the software
system. As modifications or updates are made to the soft-
ware system, the software producer must repeat the release
process to create an updated release package. -

When a software producer is no longer able or willing to
support a given software system, it must perform the retire
process. This process withdraws support for a software
system or a given configuration of a software system. The
retire process is distinct from the consumer-side remove
process; retiring a software system makes it unavailable for
future deployment, but it does not necessarily affect con-
sumer sites where the retired software system is currently
deployed. Consumers of the software system may continue
to use the software without knowing that it has been retired,
but the retire process should attemnpt to notify current users
that support for the software systemn is withdrawn,

Consumer-side Processes

The install process is the initial deployrnent activity per-
formed by a consumer. The install process must configure
and assemble all of the resources necessary to use a given
software system. The install process uses the package cre-
ated in the release process above. For a specific package,
the install process interprets the encoded knowledge fand

_ then examines the target consumer site in order to deter-
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mine how to properly configure the software system for the
specific site, Once installation is complete, the deployed
software system is ready for use and is ready for other de-
ployment activities.

After a software system is installed, the activate and deac-
tivate processes allow the consumer to actually use the
software system. The activate process is responsible for
making a deployed software systermn executable or usable.
For a simple tool, activation involves establishing some
form of command or click-sble graphical icon for executing
the tool binary. In a client/server system, for example,
multiple components may need to execute in parallel. The
deactivate process is the inverse of the activate process. [t
is responsible for shutting down any executing components
of an activated software system.

Throughout the lifetime a software system is installed at a
consumer site, it is not a static entity with respect to soft-
ware deployment. Instead, the reconfigure, update, and
adapt processes are responsible for changing and main-
taining the deployed software system configuration. These
processes may oceur in any order and any number of times.

The update process modifies a previously installed software
system, Update deploys a& new, previously unavailable
configuration of a software system. An update becomes
necessary when a software producer makes a change to the
description of a deployed software system. The changes to
the software system’s description may denote a new ver-
sion, a content update, or simply a description update.

The reconfigure process, like install, also modifies a previ-
ously installed software system, but its purpose is to select
a different configuration of a deployed software system
from its existing description.

The purpose of the adapt process is to maintain the consis-
tency of the currently selected configuration of a deployed
software systemn. The adapt process must menitor changes
at the consumer site and respond to those changes in erder
to maintain consistency in the deployed software system.
Adaptation becomes necessary when a change is made to
the local consumer site that affects the deployed software
system. For example, when a required software system file
is deleted or corrupted, the adapt process determines the
affected file and replaces it. :

Once a software system is no longer required at a consumer
site, the remove process is performed. The remove process
must undo all of the changes to the consumer site that were
caused by previous deployment activities for a given soft-
ware system. The remove process must pay special atten-
tion to shared resources such as data files and libraries in
order to prevent dangling references to a required resource.
As a result, the remove process must examine the current
state of the consumer site, its dependencies, and con-
straints, and then remove the software system in such a way
as to not violate these dependencies and constraints.
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Figure 1: Software Dock Architecture

3 SOFTWARE DOCK ARCHITECTURE

The Software Dock research project, originally described in
[9], addresses support for software deployment processes
by creating a framework that epables cooperation among
software producers themselves and between software pro-
ducers and software consumers. The Software Dock ar-
chitecture [see Figure 1] defines components that represent
these two main participants in the software deployment
problem space. The release dock represents the software
. producer and the field dock represents the software con-
sumer. In addition to these components the Software Dock
employs agents to perform specific deployment process
funetionality and a wide-area event system tQ provide con-
nectivity between the release docks and the field docks.

In the Software Dock architecture, the release dock is a
server residing within a software producing organization.
The purpose of the release dock is to serve as a release re-
pository for the software systems that the software producer

provides. The release dock provides a Web-based release *

mechanism that is not wholly unlike the release mecha-
nisms that are currently in use; it provides a browser-
accessible means for software consumers to browse and
select software for deployment.

The release dock, though, is more sophisticated than most
current release mechanisms, Within the release dock, each
software release is described using a standard deployment
schema; the details of standard schema description for
software systems are presented in Section 4. Each software
release is accompanied with generic agents that perform
software deployment processes by interpreting the descrip-
tion of the software release. The release dock provides a
programmatic interface for agents to access its serviges and
content. Finally, the release dock generates events as
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changes are made to the sofiware releases that it manages.
Agents associated with deployed software systems can sub-
scribe for these events to receive notifications about spe-
cific release-side occurrences, such as the release of an up-
date.

The field dock is a server residing at a software consumer
site. The purpose of the field dock is to serve as an inter-
face to the consumer site. This interface provides informa-
tion about the state of the consumer site’s resources and
configuration; this information provides the context into
which software systems from a release dock are deployed.
Agents that accompany software releases “dock” them-
selves at the target consumer site’s field dock. The inter-
face provided by the field dock is the only interface avail-
able to an agent at the underlying consumer site. This in-
terface includes capabilities to query and examine the re-
sources and configuration of the consumer site; examples
of each might include installed software systems and the
operating system configuration.

The release dock and the field dock are very similar com-
ponents. Each is a server where agents can “dock” and
perform activities. Each manages a standardized, hierar-
chical registry of information that records the configuration
or the contents of its respective sites and creates a common
namespace within the framework. The registry model used
in each is that of nested collections of attribute-value pairs,
where the nested collections form a hierarchy. Any change
to a registry generates an event that agents may receive in
order te perform subsequent activities. The registry of the
release dock mostly provides a list of available software
releases, whereas the registry of the field dock performs the
valuable role of providing access to consumer-side infor-
mation.




Consumer-side information is critical in performing nearly
any sofiware deployment process. In the past, software
deployment was complicated by the fact that consumer-side
information was not available in any standardized fashion.
The field dock registry addresses this issue by creating a
detailed, standardized, hierarchical schema for describing
the state of a particular consumer site. By standardizing the
information available within a consumer organization, the
field dock creates a common software deployment name-
space for accessing consumer-side properties, such as oper-
ating system and computing platform. This information,
when combined with the description of a software system,
is used to perform specific software deployment processes.

Agents implement the actual software deployment process
functionality. When the installation of a software system is
requested on a given consumer site, initially only an agent
responsible for installing the specific software system and
the description of the specific software system are loaded
onto the consumer site from the originating release dock.
The installation agent docks at the local field dock and uses
the description of the software system and the consumer
site state information provided by the field dock to config-
ure the selected software systern. When the agent has con-
figured the software system for the specific target consumer
site, it requests from its release dock the precise set of arti-
facts that correspond to the software system configuration.

The installation agent may request other agents from its
release dock to come and dock at the local field dock.
These other agents are responsible for other deployment
activities such as update, adapt, reconfigure, and remove.
Each agent performs its associated process by interpreting
the information of the software system description and the
consumer site configuration.

The wide-area event service [2] in the Software Dock ar-
chitecture provides 2 means of connectivity between soft-
ware producers and consumers for “push”-style capabili-
ties. Agents that are docked at remote field docks can sub-
scribe for events from release docks and can then perform
actions in response to those events, such as performing an
update. Direct communication between agents and release
docks is provided by standard protocols over the Internet.
Both forms of connectivity combine to provide the software
producer and consumer the opportunity fo cooperate in
their pursuit of sofiware deployment process support,

4 DEPLOYABLE SOFTWARE DESCRIPTION
FORMAT
In order to automate or simplify software deployment proc-
esses it is necessary to have some form of deployment
knowledge about the software system being deployed. One
approach to this requirement is the use of a standardized
language or schema for describing a software system; this
is the approach adopted by the Software Dock research
project. In such a language or schema approach it is com-
mon 1o model software systems as collections of properties,

where semantic information is mapped into standardized’
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properties and values. This approach is also used in 4],
[6], [10), [20], and [22].

Minimally five classes of semantic information have been
identified [7] that must be described by the software system
moadel, These classes of semantic information are:

e Configuration — describes retationships inherent in the
software system, such as revisions and variants, and
describes resources provided by the software system,
such as deployment-related interfaces and services.

e Assertions — describe constraints on consumer-side
properties that must be true otherwise the specific de-
ployment process fails, such as supported hardware
platforms or operating systems.

¢ Dependencies — describe constraints on consumer-side
properties where a resolution is possible if the con-
straint is not true, such as installing dependent subsys-
tems or reconfiguring operating system parameters.

e  Artifacts - describe the actual physical artifacts that
comprise the software system.

e Activities — describe any specialized activities that are
outside of the purview of standard software deploy-
ment processes.

The Software Dock project has defined the Deployable
Software Description (DSD) format to address these needs.
The DSD is 2 critical piece of the Software Dock research
project that enables the creation of generic deployment
process definitions,

DSD provides a standard schema for describing a software
system family. In this usage, a family is defined as all revi-
sions and variants of a specific software system. The soft-
ware system family was chosen as the unit of description,
rather than a single revision, variant, or some combination,
because it provides flexibility when specifying dependen-
cies, enables description reuse, and provides characteristics,
such as extending revision lifetime, that are necessary in
component-based development,

A DSD family description is broken into multiple elements
that address the five semantic classes of information de-
scribed above. The sections of a DSD family description
are identification, imported properties, system properties,
property composition, assertions, dependencies, artifacts,
interfaces, notifications, services, and activities. Some of
these sections map directly onto the five semantic classes
of information, others, such as system properties, property
composition, interfaces, and notifications, combine to map
onto the configuration class of semantic information.

A DSD family description is a simple, hierarchical schema
that is built around the notion of properties of the described
software system, For example, a typical property of a
software system is version number. By defining such 2
property in a family description it is possible to organize
the other pieces of the family description, such as asser-
tions, dependencies, and artifacts, with respect 1o a given




version number. Other examples of software system prop-
erties are performance variants and optional capabilities.
Once the properties of a software system are defined then
the property composition section is used to describe the
relationships ameng properties. For example, one property
may exclude another property or it may require secondary
property selections, Therefore, composition rules describe
valid configurations for the described software system.

The remaining DSD family description sections are
guarded by arbitrary boolean property expressions that in-
dicate whether a specific schema element is applicable to a
specific configuration. The property expression guards are
expressions over software system properties, consumer site
properties, or both,

The following examples depict portions of a DSD descrip-
tion that describes a software systern that has optional on-
line help documentation. To describe the optional online
help documentation, it is necessary to create a software
system property to represent the online documentation:

Froperty {
Name = “Online Help”
Type = “Boolean” :
Description = “Include online help.”

)

The above property definition creates a boolean property of
the software systemn that is used for determining whether
the online help documentation is applicable to a given con-
figuration of the software system.

Also consider that the described software system only sup-
ports the Solaris™ and Window 95™ operating systems,
To guarantee that these constraints are true an assertion is
created:

Assertion {

Condition = "“($0S8$ == ‘Solaris’) [
~ (808§ == ‘Wings')”
Description = “Test for supported

operating system.”
o}

This assertion tests the target consumer site’s operating
system properties by using the standard namespace that is
created by the field dock registry. In the above assertion
example, the variable $083% is actually shorthand intro-
duced for brevity; the actual variable is the standard field
dock registry path expression of ;

$/Local/Software/OperatingSystem/Names.

The artifacts that comprise the online help documentation
must also be described: ’

Artifacts {

Guard = *{$0nline Help$ == true)”
Artifact {
Guard = “{308% == 'Solaris’}"
SourceName = “help.html” i
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Source = “/proj/doc”

DestinationName = “help.html”
Destination = “doc*

Mutable = false .
Signature = “ad4ca443bB50243410ec832"
Type = “DOCUMENTATION”

o)
Artifact {
Guard = " ($08§ == ‘Win95'})"
SourceName = “help.hip”
Source = “/proj/doc” .
DestinationName = “help.hlp”
Destination = “doc”

Mutable = false
Signature = “9283cd2378102fla3bl2es”
Type = “DOCUMENTATION"

- b}

The artifacts are described by nesting them in an artifact
collection. The above artifact collection is guarded by a
property expression that tests the applicability of the arti-
fact collection with respect to a specific configuration; in
this case, the artifact collection is only applicable if the
“Online Help” property of the software system is true. The
actual online help documentation artifacts are described
within the artifact collection, each of which is guarded by a
property expression that tests for a specific consumer site
operating system value. The end result is that the proper
artifact is installed with respect to the target consumer site
and the selected configuration of the software system.

As a note, software system properties are arbitrary names;
they have no meaning within DSD. Therefors, a property
such as “version” has no special significance in DSD as it
might in other configuration management disciplines. One
result of this approach is that properties can be used to or-
ganize a software system in a variety of ways. For some
examples, properties can be mapped to the traditional con-
figuration management view of versions, the components in
the sofiware system architecture, or the features or capa-
bilities of the software system.

5 SOFTWARE DOCK PROCESSES

In the prototype Software Dock framework, agents define
the software deployment processes. In general, the other
components in the Software Dock architecturs are passive
elements, such as data and interfaces. Agents, on the other
hand, are active since they perform the functionality of the
software deployment life cycle processes. The Software
Dock [ramework enables the creation of a collection of
generic agents that perform many of the standard software
deployment processes, such as install, update, adapt, recon-
figure, and remove. These generic agents, although useful
in many cases, may not be sufficient for every case and
therefore are also useful as base classes for the creation of
other, more specialized deployment agents.

All agents perform their deployment processes by enceding
some functionality that is then parameterized by the infor-
mation provided in the DSD specifications and the con-




sumer site descriptions, In this fashion, a single agent defi-
nition is used for any software systern described using DSD
and at any consumer site that has a field dock. The re-
mainder of this section describes the generic deployment
process algorithm that all current deployment agents per-
form and then describes each specific deployment process
in more detail.

Generic Deployment Process Definition

* As described in Section 4, DSD models a software system
based on properties and the proper configuration of those
properties. A result of this approach led to the discovery of
an abstract deployment process algorithm.

Most software deployment processes can be characterized
as the transformation of one software system configuration
to another based on the set of property values for a given
software system configuration. A valid set of software
system property values represents a particular valid con-
figuration of a software system. Given a new set of valid
property values, a deployment process simply transforms
its current configuration to the new configuration by per-
forming differential processing over the applicable schema
elements of the DSD specification. The applicable schema
elements for a software release are computable via the
guard conditions that are dispersed throughout the DSD
specification.  Differential processing of the applicable
scheima elements creates a new software system configura-
tion that corresponds to the desired software configuration.
For a common example, if the version of a software system
is changed from “1.0" to “1,1,” then all of the artifacts as-
sociated with version “1.0” are removed, the artifacts asso-
ciated with version “1.1” are added, and any common arti-
facts are left untouched.

The install, update, reconfigure, adapt, and remove soft-
ware deployment processes all follow this general, abstract
algorithm.

Specific Deployment Process Definitions

The software deployment processes vary from each other in
smal, but important ways. Each specific deployment proc-
gss is described below. There is an interesting, implicit
issue with respect to all of the deployment process imple-
mentations described below. All of the agents manipulate
the DSD specification of a given sofiware release in isola-
tion of the software system itself. This means that an agent

needs only the specification of a software release to per-

form a large portion of its tasks. As a result, an agent is
much more efficient, especially in the area of transfer time,
since by manipulating the schema description first, the
agent only requests exactly what it needs to finish its task.
This is possible since the release dock works in cooperation
with the agents to perform the deployment processes.

Install Process

The install agent deploys a new configuration of a software
release 10 a consumer site. The install agent differs from
the other software deployment process agents since it is not
associated with an existing software release configuration.
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The install agent performs its
task by first retrieving the
current DSD specification for
the software family for which
it is responsible. The install
agent queries the local field
dock and the user to deter-
mine the configuration of the
software release to install
[see Figure 2]. Omce a con-
figuration is determined the
install agent only needs to
perform the actions associ-
ated with all of the applicable
schema elements for the se-
lected configuration, such as
testing assertions, resolving
dependencies, and retrieving
artifacts. Once the install
process is complete, the in-
stall agent is no longer
needed and therefore it re-
moves itself. Multiple install requests are always handled
by separate install agents and therefore always install an-
other configuration of the associated software release. I a
software release is unable to have multiple installations at a
site, it is necessary to add an assertion to the DSD specifi-
cation that tests for this condition. Currently the instail
process is always invoked either directly or indirectly by a
specific user request to install a software refease; therefore
the install process is always “pull” oriented.

Figure 2:
Configuration Editor

Update Process

The update agent deploys a new, previously unavailable
configuration of a deployed software release, thus elimi-
nating the previously deployed configuration. The newly
avaitable software release configuration is provided in an
updated DSD specification for the software release. The
update agent must retrieve the new DSD specification from
its release dock in order to perform the update. The update
agent must account for the existing deployed software re-
lease by perfarming differential processing on the applica-
ble schema elements for the existing and updated software
release configurations. Differential processing requires the
undoing of schema elements corresponding to the prior
configuration and performing the associated actions of the
schema elements for the updated configuration. Any
schema elements that are shared among configurations are
left untouched. A specific update agent always handles the
update process for a specific deployed software release.
The update process is either specifically directed by the
“push” of a new configuration, such as a new version, or it
may be undirected in the case of a “pull” update where a
new configuration is discovered or specifically selected by
the user. An update is not always the result of a change to
the currently selected configuration; a content-only update
is also possible. In such a scenario, the update does not
change the selected configuration of the software system,




only the content of the current configuration. This is typi-
cal in many software systems that use a “channel” or con-
tent delivery model. Finally, an update may not actually
update the deployed sofiware release at all; an update may
simply provide a new, more accurate DSD specification for
the deployed software release.

Reconfigure Process

The reconfigure agent changes the current configuration of
-a deployed software release, thus eliminating the previously
deployed configuration. The reconfigure agent differs from
the update agent because it does not retrieve a new DSD
specification from its release dock even if one exists; there-
fore the reconfiguration agent cannot perform an update.
The reconfigure agent only manipulates the existing DSD
specification of the deployed software release with which it
is associated. The reconfigure agent determines the new
software release configuration much like the install agent.
Once a new configuration is chosen from the existing DSD
specification, the reconfigure agent performs differential
processing on the applicable schema elements much like
the update agent. A specific reconfigure agent always han-
dles the reconfigure process for a specific deployed soft-
ware telease. Currently the reconfigure agent operates in
“pull” mode.

Adapt Process

The adapt agent maintains the consistency of a cumrently
deployed software release configuration in the context of
the consumer site. The adapt agent does not change the
software release configuration at all, it enforces it. When
invoked, the adapt agent uses the existing DSD specifica-
tion for its associated software release to verify that the
deployed software release matches its description. It does
this by determining the applicable schema elements for the
deployed software release configuration and then testing
them to make sure that they are still valid. If any discrep-
ancies are discovered, the adapt agent simply pgrforms the
default processing of the invalid schema elements in order
to correct the problem. A specific adapt agent always han-
dles the adapt process for a specific deployed software re-
lease. Currently the adapt agent operates in "pufl” mode.
The adapt agent is easily extended to operate in “push”
mode where consumer-side events, such as file deletions,
automatically instigate the adapt process.

Remove Process

The remove agent is responsible for removing a deployed
configuration from a consumer site. The remove agent
must ensure that no constraints are violated by the removal
of the software system. For example, if other deployed
software systems depend on the software system that is
being removed, the remove must fail. A specific remove
agent always handles the remove process for a specific de-
ployed software release. One remove request may cause
multiple remove requests to other remove agents in the case
of dependent software releases. Currently the remove

agent operates in “pull” mode.
!

6 SECURITY
Security has an impact on the Software Dock research, but
has not been a primary research issue. Despite this fact,

" this issue has not been summarily excluded in the seiution
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discussed thus far,

Mobile agents cause a large security concem because they
come from unknown sources. In order to address some of
the security concerns in the Software Dock, agents operate
in the Java Virtual Machine (JVM) sandbox. The field
dock is the only local interface that an agent has to perform
its tasks. To extend the interface provided to agents, the
field dock uses a capability appreach. The capability ap-
proach provided by the field dock allows access to certain
restricted operations, such as controlled access to the disk.
Currently, the JVM does not support a true capability ap-
proach, but this functionality is expected in the 2.0 release
of Java. Regardless, all current agents are implemented as
though this approach was in effect; thus there is a relatively
simple transition when support for the capability-based
security approach is released. In addition, this approach
can be extended to adopt a mechanism by which agents can
become trusted. In such a scenario, trusted agents may be
provided with even more sensitive capabilities.

7 RELATED WORK

Software deployment intersects a number of retated tech-
nologies; this section only covers the most important of
these. For more detailed information on related technolo-
gies refer to [3] and [8].

The DSD schema created for the Software Dock project is
not a unique attempt to create a standard schema for de-
scribing software systems. A handful of related technolo-
gies are also trying to address the same issue with similar
approaches. Traditional configuration management mod-
eling approaches, such as Adele [6] and PCL [22], have
influenced DSD, particularly in the area of configuration
selection. These traditional approaches, though, are more
general configuration modeling languages that do not ad-
dress software deployment. Nor do these approaches at-
tempt to create a standard schema for any specific task,
rather the modeling language is their primary contribution.

A recent, high-profile effort to create a standard software
deployment schema is called the Open Software Descrip-
tion (OSD) format [10]. This effort is a collaboration be-
tween Microsolt and Marimba to create a schema for de-
scribing software systems for “push” technologies, OSD is
immature and merely allows for the description of multiple
coarse-grain variants of a single revision of a software sys-
tem; dependent software systems may also be specified.
The descriptive information includes some identification
information and pointers to archives where the physical
artifacts are found, The resulting description is too sim-
plistic to perform any significant software deployment pro-
cess automation.

The Desktop Management Task Force (DMTF) has created
the Management Information Format (MIF) [4]. It is a




modeling language for describing various computing sys-
tem elements, DMTF formed a specific working group te
create a standard schema in MIF for describing software
systems [4]. An extension to the Software MIF was created
by Tivoli and is called the Application Management Speci-
fication (AMS) [20]. Since AMS is a superset of MIF, only
AMS is discussed here. AMS is more mature than OSD.
AMS describes a single revision of a single variant of a
software system in great detail. Software system composi-
tion, constraints, dependencies, identification, support, and
artifacts are some of the elements that AMS describes.
AMS is not intended, though, to automate all of the sofi-
ware deployment processes. Instead, AMS describes a
semi-static configuration of a software system that is to be
installed and monitored at a consumer site; the notion of
manipulating internal software system properties like revi-
sions or variants is not directly supported. It is also as-
sumed that there is no cooperation between software pro-
ducers and software consumers; rather, there is a central-
ized “administration” authority that is responsible for
maintaining the state of deployed software systems.

The Defense Information Infrastructure Common Operat-
ing Environment (DIl COE) [13] is a Department of De-
fense effort to restrict the set of components used to build
their software systems. The COE supports, among other
things, a standard means for packaging components for
delivery and installation. These packages are called seg-
ments [14], where each segment is a separate, installable
entity. The DII COE segifient describes the constraints,
dependencies, and artifacts of a software system. High-
level software deployment process support is provided in
the form of scripts, though all deployment activities are not
directly supported. Like other approaches, the deployed
software system configurations are largely static entities
that do not change and cannot be manipulated. The support
provided is intended for a centralized administration
authority and there is no release-side support. -

Other approaches, such as GNU Autoconf [16], iry to re-
solve consumer site description by using scripts and heu-
ristics to directly examine the state of a site, but these
methods are not always accurate and they are not rich
enough to support deployment process automation. The
Microsoft Registry [11], is a hierarchical registry of con-
sumer site information for the Windows platform. The
schema used in this registry is only partially standardized
and even the standardized portions are not sufficient to se-
mantically describe software systems for deployment.

The Redhat Package Manager (RPM) [1] is a tool for the
Linux user community that provides many software de-
ployment features. RPM packages contain the software
system to be deployed and a semantic description of the
sofiware system; this description includes constraints, de-
pendencies, artifacts, and activities in the form of scripts.
The granularity of an RPM package is a single revision and
a single variant. As a result, only limited forms of configu-
ration selection are supported. RPM does not have a notién
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of a “release-side” and therefore is only able to request and
manipulate complete packages. Also, RPM is intended for
single-site deployment and provides ne support for multi-
site deployment or management.

A host of install utilities exist in the commercial world,
such as InstallShield [12]. These systems typically work
wel! for installation, but only address a handful of deploy-
merit processes, such as reconfigure and remove, in a lim-
ited form. Recent install utilities, such as netDeploy [19)]
and PC-Install with Internet Extensions [23], are starting to
leverage the connectivity of the Internet. Some of these
utilities are addressing the update process as well. In gen-
eral, most of these solutions do not provide reasonable
software system description capabilities. The deployment
information is not declarative and is not rich enough for
software deployment process automation.

Another class of commercial and research utilities exist to
support artifact update; these systems include Castanet
[17}, NSBD [15], and rsync [21]. In most of these systems,
there is little if any support for other sofiware deployment
processes. These solutions provide only a very simple
mode} for describing software systems, in most cases a
software system is merely considered 1o be a collection of
files.

8 CURRENT STATUS

A prototype of the Seftware Dock deployment framework
exists. The Software Dock prototype is implemented en-
tirely in Java and uses Voyager [18] from ObjectSpace as
an inter-process communication mechanism and a mobile
agent enabling technology. A related research project at
the University of Colorado, called SIENA [2], provides a
wide-area event.

An evolving definition of the DSD also exists, The current
definition of the DSD contains the main elements to sup-
port gross software deployment behavicr.

The current implementation of the Software Dack infra-
structure includes elements for both the release-side and the
consumer-side. A release dock implementation exists to
house the various software system releases that a software
producer has available. The creation of release packages
for the release dock is supported by a schema editing tool.
This simple schema editor provides a way to create and edit
DSD deseriptions of software systems and automates some
tasks, such as the entry of software artifacts into the DSD
description. The schema editor is also used to submit new
or updated software release specifications to the local re-
lease dock so that they can be made avaitable for deploy-
ment. The submission of a release to the release dock
automatically generates a set of HTML pages for the new
release that consumers can browse and use to initiate in-
stallation.

The consumer-side the field dock describes various aspects

of the consumer site, such as platform, operating systern,
memory, and resources. The field dock also provides a
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Figure 3: Docking Station Support Tool

place for agents to “dock™ and perform software deploy-
ment related tasks by providing an interface to the under-
lying consumer site. To further support the consumer-side,
a tool, called a docking station {see Figure 3], has been
created that provides an interface to the software systems
that have been deployed at the consumer site. The docking
station provides an interface to the deployment processes
that can be performed on the locally deployed software
systems. The docking station is used to request updates,
reconfigures, adapts, and removes.

A collection of generic agents exists to interpret the DSD
software system descriptions in order to perform specific
software deployment processes. These generic agents in-
clude install, reconfigure, update, adapt, and remove. Each
of these agents is fully parameterized by the DSD software
description. All agents generically perform the configura-
tion and selection process and then check assertions, re-
solve subsystem dependencies, and request and retrieve
physical artifacts. The endresult is support for the release
and deployment of configurable content software systemns.

The current implementation was used in a demonstration to
describe a Web-based software system called the Online
Leamning Academy (OLLA) created by a division of Lock-

heed Martin. OLLA consists of 45 megabytes in over 1700

files. OLLA is comprised of two dependent subsystems
called Disco and Harvest, The software depleyment proc-
esses of release, install, reconfigure, update, adapt, and
remove have all been initially demonstrated using the ge-
neric agents described in this paper along with the DSD
description of all three software systems.

Experiments were also conducted to verify the feasibility of
the Software Dock. These experiments compared the
Software Dock prototype to an existing deployment solu-
tion for a specific software system. A DSD specification
for versions 1.1.6 and 1.1.7 of the Java Development Kit
(JDK) by Sun Microsystems was created in order to com-
pare the Sofiware Dock deployment processes to the stan-
dard InstallShield self-extracting distribution archive for
the Microsoft Windows platform. Time to completion was
the dimension for comparison; Table 1 summarizes the
results of the experiments.

In these experiments the Software Dock prototype per-
formed better in most cases, even though it is dynamically
creating release packages for each operation. In two of the
experiments, reconfigure (remove) and update, the Install-
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Shield process is not actually performing the equivalent
actions and therefore direct comparison is difficult.

% FUTURE WORK

The current implementation of the Software Dock coneen-
trates on the one-to-one aspects of the software pro-
ducer/consumer relationship, There is no inkerent limita-
tion in the Software Dock framework for supporting other
aspects of the sofiware producer/consumer relationship.
The most obvious seenario is that of the administrator role
at a consumer site.

In order to support an administrator role, a2 new collection
of “remote” agents will be created. These remote agents
will behave much like the current agents, except that they
will also be parameterized by consumer site names. With
such a capability, an administrator is able to specify that an
activity, such as install or update, should occur on a spe-
cific site or a specific set of sites.

To further support the administrator role, a new server,
called the interdock, will be introduced. An interdock
server contains a global view of the consumer organization,
such as site domains and global services. With the inter-
dock, administration tasks are simplified and more compli-
cated deployment scenarios are addressable, such as those
of distributed, coordinated software systems.

In addition, the DSD will continue to be extended and ex-
panded. Support for administration policies will be en-
hanced. Arbitrary dependency specification, rather than
just subsystem dependencies, will alse be researched.
Lastly, better support for specialized deployment activities
will be further investigated.

10 CONCLUSIONS

Software deployment is not a single process, such as install,
but rather it is a collection of interrelated processes that are
performed after a software system has been developed and
made available to consumers. Support for software de-
ployment by software producers was neglected until re-
cently. Large network environments, such as the Internet,
offer connectivity that enables software producers to offer
high-level software deployment services to their customers,
services that were previously not possible. By combining
the connectivity of large networks with the deployment
technologies described in this paper, the Software Dock
creates a cooperative framework that supports software
deployment.

The Software Dock supports software deployment proc-
esses by introducing components that represent software

- Software Dock - InstallShicld
Install 172.0s 168.0s

Remove 36.7s 80.0s
Reconfig (remove) 40.3s 90.0s
Reconfig (add) 113.3s 284.3s
Update 187.3s 149.65

Table 1: Seftware Dock Comparison Experiments




producers and consumers, release docks and field docks,
respectively. The definition and use of a standard schema
for describing software systems is central to the Software
Dock framework, and it provides, in a declarative form, ail
of the knowledge necessary to perform sofiware deploy-
ment processes. Finally, agents are employed to embody
the actual functionality of the deployment processes. The
agents realize the deployment process functionality in a
generic fashion by interpreting the declarative schema de-
scription of the software system.
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Read the attached paper and answer the following questions. Note that the time is
limited, and you should budget your time carefully. You are suggested to spend 50
minutes in reading the paper and another 50 minutes in answering the questions.

1. Please describe how their approach collects relations between events.

2. Write down the pseudo code of the algorithm for grouping related work events
based on relations between events. '

3. Suppose there are various ways of grouping events. How do you determine
whether a grouping scheme is better than the others? Describe as specific as

possible.
4. Any comments on further improving the approach proposed in the paper?
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Abstract

We report the implementation and evaluation of a
method to automatically extract a workflow during a user's
ordinary use of a personal information management system
(PIM). Our method uccumulates the target event and time
of the user's operations such as registrations and refer-
ences. In order to organize related work events, our
method extracts relations between events by calculating
Jfrequency of a useris sequential reference using a balloan-
help-function and connects related work events based on
the relations. Furthermore, we improve the accuracy of
our organizing method by introducing a function that offers
the user the list of the events relared to his target event in
order to encourage the user 1o make sequential references
to related work events. We have constructed a prototype
PIM and tested it with 6 users. We confirmed that our
method could make groups of related work events and
display them as connected graphs with relations shown.

We discuss the efficiency of sharing this extracted workflow
using sample graphs.

1. Introduction

In actval enterprises, workers handle various routine
work based on their experience and knowledge. In order to
perform this routine work, there are many cases in which
the business process and general knowledge of experienced
workers can be used by other workers as well. However,
most of this knowledge is only in the minds of experienced
workers. There are few cases which other workers can use
this knowledge effectively, If this knowledge is recorded in
some way, it becomes possible to reuse at the individual
and organization levels when done systematically, and to
improve not only individual ability but also the productivity
of the whole organization. There are some systems [1, 2]
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that share and rense knowledge of work by accumulating it
in a computer. However, the time required for composition
and entry of text and data in these systems is large. The
benefits are usually exceeded by the costs in time and effort
using such systems.

Recently many enterprises have begun using groupware
[3]. Comprehensive management of employee schedules
using the PIM function contained in a groupware has been
accomplished in some of the enterprises [4]. When workers
use a PIM [5, 6] in enterprises, they input a series of work
events, such as deadlines and tasks, which comprise a work
project, So schedules for a work project consist of some
detailed events and relations between them, such as order
and timing. Therefore, we consider that schedules for a
work project present a “workflow” as knowledge of work
process in a PIM. We call this workflow on a PIM a3 “'per-
sonal workflow”. From this viewpoint, we are researching
a system {7, 8] that shares and reuses a workflow of a work
project as knowledge of work by extracting and accumu-
lating it from their operation records automatically.

As our system records the user's reference operations,
the user is usually just viewing events on his or her calendar
without involving input device operations, so determining
the user's target event and time of reference is difficult. In
order to record the user's reference behavior, we introduced
a balloon-help function (the solid ellipse in Fig.1) which
provides detailed information for each event, We ran a trial
prototype PIM with this function, and confirmed [8] that
our method can record a user's reference actions efficiently.

In this paper, we outline our method for organizing re-
lated work events, and report the results of trials with the
prototype PIM. This method represents the organized re-
lated work events using a connected graph that indicates
events with nodes and relations between events with arcs,
we discuss some examples extracted and represented by
this method. '




2. Personal Workflow
2.1. Work Management on a PIM

A PIM user inputs events with memos in a calendar view
as shown in Fig.l, and will refer to this information as
needed. In addition, when a user manages schedules of a
work project on a PIM, he or she registers a series of events
related to the work project. In order 1o perform events
efficiency, a user arranges schedules among their events.

However, an ordinary PIM just shows the individual
events and doesn't manage the relations between events. As
shown in Fig.1, it is impossible to grasp the refations be-
tween events unless one produced the schedule oneself,
especially if a user is an inexperienced worker. In spite of
inputting the information of events in a computer, there is
the problem that we cannot manage that information as
knowledge of a work project that includes the relations
between events,

2.2. Workflow on a PIM

An experienced worker who uses the PIM imagines the
relations between events shown as connecting lines in a
calendar view of Fig.1, thus he or she can use the informa-
tion of the PIM to manage work projects. As shown two
flow charts below in Fig. 1, our ideal PIM should discern the
user’s understanding of relations and organize related work
events to preduce workflows on a PIM. We call them “per-
sonal workflows”.  The PDM should also return the
workflow so that the user can perform the work project
more efficiently by using it.

2.3, Relations between events in user’s actions

During confirmation of event schedules, a user's changes
of eye point or instructions by mouse are performed based
on relations between events as the user understands them.,
We believe that the user signals relations between events in
the way he or her uses the PIM. We frame two hypothesis
as follow,

* Hypothesis (1): User makes sequential operations to
related work events frequently.
&  Hypothesis (2): The sequential reference between

events indicate restrictions of the execution order of
these events.
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Figure 1. Relations between events on a calendar.

3. Organization related work events

Our processes for organization are : {1} extracting rela-
tions between events from the records of user's reference
operations using balloon-help function, (2) intensifying the
relations between events during interaction with the user by
visualizing the relations and presenting them to the user, (3)
making connections between events based on the extracted
relations.

3.1. Extraction relations between events based on
sequential references

In our ideal PIM, users can easily make sequential refer-
ences {o events on their calendar with the balloon-help
function {as shown solid ellipse in Fig.1). Therefore, our
method can get many records of a user's sequential opera-
tions, Based on our hypothesis(l), we think that users
frequently make sequential references to a series of evenis
related to a work project. A user may occasionally make
only a single sequential reference, but we find the relation
between events when the user frequently makes sequential
references {o those events. Therefore, we extract relations
between two evenis by calculating the frequency of se-
quential reference aperations between their events.

When the duration between two operations is shorter
than a certain value, we regard the two operations {o events




as a sequential operation. Then, as shown in Fig.2, the
duration between two operations doesn't include duration
of operations.
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Not Sequential
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Figure 2 Detecting sequential operations.

3.2. Grouping related work events based on
relations between events

‘We explain our method for grouping related work events
by using graph theory [9] in Fig.3. It shows a time-
sequential series of events registered on the PIM. In this
figure, the small circles and the number of each circle indi-
cate events and the number of each event. When a value for
a relation between two events is higher than our chosen
value, they arc connecled by an arc. So, as shown ia Fig.3
(a), we get a disconnected graph, which can isolate some
connected components, These connected components
allow us to make groups of related work events, Further-
more, we identify which groups are wark prajects as dis-
tinct from individwal events (such as Fig.3(b} events No.3
and No.10-11) by deleting isolated circles and connected
components of circles with less than our chosen value

(Fig.3(c)).

(1)
e o—@
 Qo—ee®

{c) Directed graphs

Figure 3 Pracess of grouping refated work events:
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3.3. Attaching restrictions to relations between
events

In a PERTY[10] used to grasp the execution arder of
evenls in project management systems [11, 12}, we say that
a “"preceding task" must be finished before the "following
task" can start, a "following task" cannot start before the
“preceding task” can finish[12).

Sequential reference operations between events show
time-sequential order when a user moves his or her mouse
pointer. Therefore, it is considered that connected lines
based on relations between events indicate the execution
order of the events (Hypothesis(2)). So, the method adds
restriction information to connections between events, such
as "one event can't be started until another event has ended”.
These restrictions are indicated by arrows from preceding
events to the next event. As shown in Fig.4(c), we can get
some dirscted graphs including the order between events as
workflows.

In this way, our method can organize individual events
as a workflow, including relatons between ecvents, by
grouping related work events and creating restrictions in-
formation as shown in Fig.4(c).

4, Intensifying the organization of work events

Users' sequential references are either:
®  References torelated events, or
®  References to unrelated events.

There are events for work projects and individual events
in a calendar, So, there are sometimes sequential references
to unrelated events in records of reference extracted by
analyzing records of sequential references using balloon-
help. That is, groups of events extracted by our method
may include unrelated events. In order to organize related
work events correctly, our method needs a mechanism {o
sort out related work events from unrelated events. There-
fore, we introduce a function that supports a user’s refer-
ence only to related work events.

4.1. Related-reference-support function

When a user clicks an event on his or her calendar with
teference to the target event, our PIM shows a list box for
events related to the targel event as shown by the broken
ellipse in Fig.1. In addition, when the user selects the event
out of the list, this function automatically moves the user's
mouse pointer to the event that the user chose.

Using this function, the user can check & list-box which
concentrates related work events that may be scattered all
over the calendar. So, the user comes to make many se-
quential references to related work events spontaneously,




4,2. Creating the related event list

The related event list function needs to show the event
that the user intends to refer to next, In addition, it is desir-
able that the user can easily find the event on the list. Qur
method assigns a value of relation between two events to
indicate the frequency of sequential references to the events.
So, when this value is high, a user frequently made sequen-
tial references to their events, The user would frequently
make sequential references to their events in the future.
Therefore, our method lists events where the value of rela-
tion agzinst the target event is high, and indicates in order
of the value in the related event list. This makes the user
casily find the event to refer to from the list.

4.3. Encouraging sequential references

When the related event which the user intends to next
refer to Is registered in same month, the user can easily refer
to the related event withont tuming a leaf on the user's
calendar. On the other hand, when the related event is
registered in another month, the user can't refer it without
such operations. In additions, when the user doesn’t grasp
where the target event is registered, the user has to seek for
it through each month. So, the user is discouraged from
referencing the related work event.

Using the related-reference-support function, a user ¢an
check related work gvents in the list box including events
registered in other months of those events. Therefore, this
funclion encourages the user to make sequential references
that the user had hesitated to make, and our method can
obtain relations between events registered in other month
with high accuracy.

5. Evaluation

5.1, The trials with a prototype PIM

In order to confirm the efficiency of our method, we de-
veloped a prototype PIM, and held a trial with 6 persons. In
order to evaluate separately the efficiency of the balloon-
help function (shown as solid circle in Fig.4) and the re-
lated-reference-support function (shown as broken circle in
Fig.4), we first held a two-month trial of the prototype PIM
with the balloon-help function. Next, a one-month trial,
adding the related-reference-support function, was held,

The users could register, change, and refer to evenis on
the calendar view (shown in Fig.4). Using a detail window
for the information of an event, the users could input and
refer to the information such as necessary resources and
noteworthy points for an event. Alternatively, users could
refer to the same information using our ballcon-help func-
tion, Qur system recorded the target events and reference
times from the balloon-help function.,
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We implemented the extraction method in our prototype
PIM, Our method extracts relations between events by
finding sequential reference operations from the user's
records accumulated in the database, and makes groups of
related work events based on these relations. We applied
our method to the user's operation records in this trial.
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.Figura 4. Calendar view of the prototype PIM,~—
5.2. Verification of hypothesis(1}

During this trial, for all users, we regarded two opera-
tions as being sequential when the interval between the
user's two operations was less than twenty seconds, We
adopted this value for the interval because it resulted in the
best correspondence to the groups of truly related work
events as Iater verified by the user.

5.2.1, Efficiency of the balloon-help function

In order to verify our hypothesis(1), we evaluate whether
the users made correct sequential references to related work
events, Table 1 for first two-month teal shows the number
of the sequential references to events which the users stated
were related or unrelated to particular work projects,

In the case of the three users A, B and C, the frequency
of sequential references to work events related as the users
intended was very high. Buy, in the.case of the three users D,
E and F, the frequency of sequential references to related
work events was very low,

We interviewed them on this result. The first three users
said that they made sequential references to related work
events as they used our PIM for practical use while manag-
ing their work projects. In this case, we confirmed that our
hypothesis(1) is useful. We heard from the last three users
that they only used our PIM within the set time as their duty

N — U




in our trial, not for meaningful work. Qur hypothesis is less
useful in such cases.

Tabhle 1 Frequency of sequential operations({1* trlal).

Users A|B]c|D]|B|F
Related sequential } 293 1288 | 53 | 110] 45 | 10
references 88% |90% | 76% | 38%|49% | 429
Unrelated sequential | 39 |32 [ §7 {175} 47 |14
references 12% | 10% [24% | 62%|51% | 58%
All sequential 132 |320 | 70 {285 | 02 {24

5.2.2. Efficiency of related-reference-support function

Table 2 for next wrial of one month shows the results of
the same type evaluation as shown in Table 1. As shown in
Table 2, they made about twice the frequency of sequential
references compared to the first trial period. In addition, it
is apparent that they made sequential references to related
work events more often as well. i

Therefore, we confirmed that this function encouraged
users to make sequential references to related work events,
and our hypothesis(1) becomes useful against all users.

Table 2 Frequency of sequential operations{2™ trial).

Users | A B|lCc |D E|F
Related sequential | 619 [ 649 | 191 425} 193] 230
references 90% |91 |80% 1 61%161% | 69%
Unrelated sequential | 67 |69 | 49 | 269} 124] 102
references 10% |9% {20%|39%|39%|31%
Allsequential | gg6 | 718 | 240] 694 | 317] 332

5.3. Evaluation of the method organizi;xg related
work events

5.3.1. The method for evaluation of the grouping results

We asked the users to group their events manually, and
to compare and verify the groups made by them with the
groups extracted by our system.

When an event is contained in our system-extracted
group and also appears in the same group which the user
identified manually, we say that our system correctly
grouped the event (shown as solid arrows in Fig.5), Ifa
event contained in our system-extracted group isn’t con-
tained in his group, we say that our system incomrecily
grouped the event (shown as dotted arrow in Fig.5). Con-
versely, if the event contained in his group isn’t contained
in our system-extracted group, we say that our system-
extracted group was short of the event (shown as broken
arrow in Fig.5).
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Figure 5 Evaluation of the grouping for a user.

Fip.6 shows a sample view when our prototype PIM
connected related work events based on relations between
events. This figure includes the systern-extracted group in
Fig.5 (shown as the broken frame in Fig.5). For all users in
these trials, our method connected events when values for
relations between events were higher than three.
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Figure 6 Sample view of disconnected graph.

5.4, Verification of Hypothesis (2)

Let us verify the hypothesis (2) by evaluating the re-
strictions on the execution order of events based on their
relations with Fig.6. We confirmed that almost all of these
lines indicated correct restrictions for the execution order of
their events, such as the connections from "No.50-Write
abstract” to "No.4§ Abstract deadline”, from "No.51 Write
paper" to "No.38 Paper deadline” and from "No.46 Practi-
cal speech” to "No.40 Presentation”. But some incorrect
restrictions were indicated by the prototype PIM where, in
fact, no restriction need exist, such as the eonnection from
"No.51 Write paper” to “No.50 Write abstract”,

We think that some of these connected lines can indicate




not only restrictions for the execution order of events but
also the case where a user consults the details of events in
turn in order to manage the schedule of their events. We
will explore this issue in further reports.

5.4.1, The evalnation of the grouping results

Table 3 shows the grouping results for the three users A,
B and C. Our method could put their events in correct
groups - as high as 80 percent of the total events, and im-
prove the accuracy ratios for these three users. Therefore,
we confirmed that our method can correctly group related
work events for the three users A, B and C who used the
PIM for their actual work scheduling.

Table 3 Grouping results against each user.

Users A|B|C JABandg
Manually grouped byvser] 10| 5 [ 5 20
Groups identified byuser | 9 | 4 | 3 16
All events 77| 46 ] 65 | 188

Events correct by PIM 68 | 37 | 47 N52(81%)
Events incorrect by PIM [*] o[ 18 |36(19%)
Events short by PIM 9| 51 812202%)

5.5. Sharing and reusing extracted workflows

With the connected graph (broken frame) in Fig.6, we
discuss the efficiency with which an extracted workflow
may be shared among co-workers. In Fig.§, our method
made a group of seven events that a user registered to per-
form the work project "Graduation thesis”™. These were
No.38: Paper deadline, No.40: Presentation, No.45: Ab-
stract deadline, No.46: Practice speech, No.50: Write ab-
stract, No.51: Write Paper and No.52: Make OHPs, We
think that even inexperienced workers can easily make a
meticulous schedule for "Graduation thesis" by reusing a
workflow including all related work events and relations
between their events needed to perform a " Graduation
thesis",

In addition, those extracted events include details such
as know-how or noteworthy points for performing those
tasks. This know-how is practical knowledge gained by
following the schedule, we could image that such know-
how helps even inexperienced workers to successfully
perform their tasks.

Generally, experienced workers (graduvate students)
transfer their experience to inexperienced warkers (under-
grads). Our method automatically extracts and accumulates
such knowledge of work during a user's ordinary use on a
PIM. The user can reuss accumulated knowledge of work
as a typical schedule of a work project as needed, Therefore,
the transfer of knowledge from experienced workers to
inexperienced workers is done spontaneously, and the cosls
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and effort of coaching the inexperienced workers can be
reduced.

5.6. Refining of extracted workflows

The example of Fig. 6 showed the connected graph for
"Graduation thesis” by a undergraduate student. On the
other hand, Fig.7 shows one by a graduate student. In the
case of the graduate student, he added No.14: Investigation
of references for paper, No.15: Write idea notes and No.12:
Polish paper for a "Graduation thesis", our method exiract-
ed those events together. Thus, his connected graph covers
more events needed for a Graduation thesis than does the
graph of the undergraduate student.

In eddition, there was a qualitative difference in their
knowledge of detailed information for each event. It is
likety that graduate students don't make notes on points that
seemn obvious to them, but do make notes for particularly
difficult or tricky steps which undergraduates, lacking ex-
perience, would not think of on their own.

So, our method may refine a workflow as knowledge of
a work project by automatically adding necessary events
and detailed information needed to perform events based on
many cases of the work project [7]. We believe that our
method would be able to extract and accumulate workflows
which both experienced and inexpedenced workers could
use efficiently.
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Flgure 7 Sample No.2 of knowledge of work.

5.7. Presentation of Knowledge with Relations
between Events

We think it is important that our method not only grouips
related work events but also presents them to a user as
knowledge including relations between events.

In our grouping results, there were some cases in which
our method grouped events of some different work projects
gs a single work project. Fig.8 shows a sample of such
connected graph. In fig.8 our PIM made the group inciud-
ing the events of two works as " Wrile a international con-
ference paper" in the solid frame (1) and " English Lesson
in the solid frame {2). We interviewed the user on this
resuit. We found that because he had his paper for the
international conference corrected by his English teacher,




H
i
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there were some relations between some events "Wrile
international conference paper" and some events of * Eng-
lish Lesson” {as shown two arrows in Fig.B). Inreal work
project, there sometimes gre weak relations among the
events of different work projects, so we simply can't sepa-
rate their events.

Furthermore, the broken frame in Fig.8 was a subproject
of "Write international conference paper” such he surveyed
books for reference of his paper and arranged thein, and
introduced them at 2 meeting, In this case, by looking such
connected lines between those events, we can find that here
No.122 : "Write paper" branched off from the main project
and he did No.134 : "Survey books for reference”, No,136:
"Make documents of books for_reference” and No.135 :
"Introduce of books for reference”, and understand a series
of events for the subproject. Therefore, in such cases that
our method grouped events of some work projects as a
group of a work project, users can determine their events of
two different work projects, and understand the individual

relations between events of each work projects by present-

ing them with a connected graph including refations be-
tween events.

Thus, a user can grasp a structure of relations between
events of a work project and between events of some work
projects. Therefore, a user can learn how he or she shouid
perform a work project by examining and comparing their
own connected graph with an experienced worker's.

Figure 8 Sample View of Connected Graph
6. Conclusions

In this paper, we proposed that PIM users make sequen-
tial operations to related work events and we proposc a
method that organizes related work events based on rela-
tions between events extracted by calculating frequency of
sequential operations to events. In addition, we propose a
simple and efficient method for recording users' reference
operations using a balloon-help-based function. We pro-
duced the prototype PIM and implemented our extraction
method. We confirmed that our methed can automatically
group related work évents by analyzing sequential refer-
ences from record of user's operations when they intend to
manage their work projects on PIMs. Furthermore, we
introduced a related events list function that encourages
nsers to make sequential references to related work events.
We confirmed that our method can improve probability of

grouping related work events even when they don’t intend
to manage their work projects on PIMs.

Hereafter, we will develop our proposed system to ac-
cumulate the extracted workflows using a database and to
share and reuse those workflows with co-workers effi-
ciently.
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I n this study, we consider the online consumer as both a shopper and a computer user. We

test constructs from information systems (Technology Acceptance Model), marketing (Con-

- sumer Behavior), and psychology (Flow and Environmental Psychology) in an integrated theo-
retical framework of online consumer behavior. Specifically, we examine how emotional and
cognitive responses to visiting a Web-based store for the first time can influence online con-
sumers’ intention to refurn and their likelihood to make unplanned purchases. The instru-
mentation shows reasonably good measurement properties and the constructs are validated
as a nomological network.

A questionnaire-based empirical study is used to test this nomological network. Results
confirm the double identity of the online consumer as a shopper and a computer user because
both shopping enjoyment and perceived usefulness of the site strongly predict intention to
return. Our results on unplanned purchases are not conclusive. We also test some individual
and Web site factors that can affect the consumer’s emotional and cognitive responses. Product
involvement, Web skills, challenges, and use of value-added search mechanisms all have a
significant impact on the Web consumer. The study provides a more rounded, albeit partial,
view of the online consumer and is a significant step towards a better understanding of con-
sumer behavior on the Web. The validated metrics should be of use to researchers and prac-

titioners alike,

(TAM; Flow Theory; Nomological Validity; Web Skills; Value-Added Search Mechanisms; Online Con-

sumer Behavior)

1. Introduction

Consumer behavior on the Web has been the subject
of considerable research in the last few years, but un-
derstanding it is made difficult by the fact that the
main entities involved, consumers and businesses,
have been transformed. First, every consumer is now
also a computer user. The online consumer performs

all the functions of a traditional consumer on a com- .

puter while interacting with a system, i.e., a commer-
cial Web site. S/he, therefore, also exhibits all the char-
acteristics of a computer user. Second, the physical

1047-7047 /02 /1302 /0205$05.00
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store has been transformed into a virtual store through
information technology (IT). In the physical commer-
cial world, the IT used for operations remains mostly
in the background, invisible to the consumer. In
e-commerce, however, the technology has been moved
to the foreground and has become the store itself as a
Web site.

Such Web-based stores that use “networks and In-
ternet technology for communications and transac-
tions between various groups of stakeholders like busi-
nesses and consumers” have recently also been called

InFORMATION SysTEMS RESEARCH, © 2002 INFORMS
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Net-enabled organizations (INEOs) (Straub and Watson
2001). There is a need to understand and measure such
online consumer behavior and much of that burden
falls on the IS field (Straub and Watson 2001}, To meet
this goal, a multidisciplinary approach is ideal, and for
this reason we take that approach in this study. In this
study, we concentrate on new customer retention and
unplanned purchases in business to consumer (B2C)
electronic commerce. We also examine how certain
emotional and cognitive responses to an initial Web
store visit influence these two variables. In addition,
we study the effects of some individual consumer dif-
ferences as well as the impact of using different types
of search mechanisms on the Web site. While models
and constructs from marketing and psychology are
prominent in this work, the research is relevant to the
information systems field due to its inclusion of tra-
ditional IS variables (Straub and Watson 2001), pri-
marily the variables of the Technology Acceptance
Model (Davis 1989).

2. Theoretical Framework and
Study Measures

Discussion of metrics will accompany the building of
theory-based hypotheses so that we can later examine
a nomological network to test construct validity. Al-
though this approach does not follow the conventional
article format, we felt that it was justifiable given the
stress on metrics in the special issue.

There have been various attempts at building mod-
els of consumer behavior online. Examples include
lovking at “conversion” of Web surfers to Web custom-
ers (Berthon et al. 1996), studying consumer informa-
tion acquisition and purchase decision online (Alba et
al. 1997), and determining reasons for not shopping
online (Peterson et al. 1997). Transaction cost theory
has been used to explain the impact of IT on market
structure (Malone et al. 1987) but also to understand
individual consumer behavior. For example, buyer
search costs are substantial transaction costs and they
can determine buyer behavior and eventually market
structures (Bakos 1997).

An important question is whether online consumers
think and act differently than their offline counter-
parts. If so, which metrics can we use to capture these
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differences? For example, online consumers cannot de-
pend on all five senses to make purchases; instead,
they must rely on limited product representations such
as photographs and text descriptions. Yet, studies have
shown that the representation of the product online,
indeed the overall quality of the shopping experience,
matters for both attitude towards shopping online as
well as intention to buy (Burke et al. 1992, Jarvenpaa
and Todd 1997a and b, Nowlis and Mc¢Cabe 2000,
Novak et al. 2000). NEOs, however, cannot rely on en-
ticing product displays, exciting music, and “hip” cli-
entele to convince their customers to buy. Instead, they
may depend on well designed Web pages and pow-
erful Web features, such as recommendear systems and
one-click checkouts. The online consumer may also
have a different social and work environment than the
offline consumner. For example, intention to buy online
is influenced by the level of the consumer’s lack of lei-
sure time, as in offline shopping, but also by the level
of their wired lifestyle (Bellman et al. 1999).

A key difference between online and offline con-
sumer behavior is that the online consumer is gener-
ally more powerful, demanding, and utilitarian in her
shopping expeditions. As a result, customer loyalty on
the Web is low overall (Morrisette et al. 1999); al-
though, as in the physical world, it is influenced by the
availability of good, relevant content in an enjoyable
context (Rice 1997, Eighmey 1997, Eighmey and
McCord 1998). The locus of power seems to be shifting
from the vendor to the consumer (Raman 1997) who
does not favor traditional advertising and promotions
online (Maignan and Lukas 1997). Research has also
shown that certain site features, such as the availability

of a FAQ section or promotions at the Web store en-

trance, can influence both traffic on the Web site and
overall sales (Lohse and Spiller 19%8a and b).

Unlike offline consumers, online consumers are con-
cerned with those risks inherent in buying on the Web,
risks such as credit card fraud and not receiving the
right products {(Bhatnagar et al. 2000). Perceived risk
of online shopping and perceived ease of use of the
Web site have been shown to influence attitude to-
wards online purchasing (Heijden et al. 2001). The im-
pact of perceived ease of use, however, seems to vary
depending on the type of task the consumer is under-
taking. Its effect is more significant when consumers

INFORMATION SYSTEMS RESEARCH
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are using a Web site to inquire about products rather

than to purchase them (Gefen and Straub 2000).
Online consumers clearly share some characteristics

of their offline counterparts but also have unique needs

and concerns that reflect their online environment. Qur

study examines some of those similarities and differ-
ences in B2C commerce. We concentrate on new cus-
tomers of a Web store and we measure their emotional
and cognitive responses to determine what influences
their intention to return and unplanned purchases.
This is the basic nomological network that will allow
us to test the metrics developed for the study.

2.1. Customer Intention to Return

Customer retention is one of the primary goals of alt
companies (Pine et al, 1995, Reichheld and Sasser 1990)
but store loyalty for NEOs can be low because of low
switching costs (anonymous 1998). Also, for those cus-
tomers who view shopping as a chance for getting out,
socializing, and having fun (Morris 1987), a simply
functional Web site can be very unappealing. If cus-
tomers cannot participate in the activities that make
shopping an enjoyable experience, they may stop us-
ing Web stores and return to the more enriching and
enjoyable physical world (Rice 1997, Quelch and
Takeuchi 1981).

Ideally, one would measure customer loyalty by
observing customers over time. Qur study, however,
used a cross-sectional questionnaire, so we used cus-
tomer intention to return, not actual return visits, to
measure loyalty. According to the Theory of Planned
Behavior (Ajzen 1991) and its predecessot, the The-
ory of Reasoned Action (Fishbein and Ajzen 1975;,
behavioral intention can be a strong predictor of ac-
tual behavior. Therefore, we felt that intention to re-
turn is a satisfactory approximation of actual cus-
tomer retention.

2.2. Why Customers Return

When shopping on the Web, consumers perform cer-
tain tasks that can elicit both emotional and cognitive
responses. Those responses can determine a new con-
sumer’s intention to return for a second visit to a NEO.
The double identity of the online consumer as a tra-
ditional shopper and a computer user implies that al-
though attracting and retaining customers is a task that
falls largely in the marketing realm, technology also

INFORMATION S5YsTEMS RESEARCH
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provides tools to assist companies with that task
{Straub and Watson 2001). Therefors, to understand
why such a consumer returns to a store, we need to
look at her interaction with the Web site both as a store
and as a system.

First, we look at the Web consumer as a traditional
shopper, albeit in a virtual environment. Therefore, we
expect that her intention to return after a first visit will
be explained by more traditional psychological/mar-
keting variables, One model from environmenta]
psychology states that emotional responses to the en-
vironment mediate the relationship between the envi-
ronment and one’s behavior (Mehrabian and Russsel
1974). According to this theory, physical and social
stimuli in the environment influence the individual's
emotional state. Such stimuli can be as simple as wall
colors and room temperature. Also, an individual’s
personalify traits can have an impact on his emotional
state. That emotional state is defined in this model by
three basic emotional responses: pleasure, dominance,
and arousal. These three variables define a person’s
feelings that, in turn, influence behavior such as job
performance and social interaction.

Another model is flow (Csikszentmihalyi 1975 and
1977, Csikszentmihalyi and Csikszentmihalyi 1988),
defined as “the holistic sensation that people feel when
they act with total involvement” (p. 36). When people
are in flow, they “shift into a common mode of expe-
rience when they become absorbed in their activity.
This mode is characterized by a narrowing of the focus
of awareness, so that irrelevant perceptions and
thoughts are filtered out, by loss of self-consciousness,
by a responsiveness to clear goals and unambiguous
feedback, and by a sense of control over the environ-
ment” (Csikszentmihalyi 1977, p. 72).

In the last few years, flow has also been studied in
the context of information technologies and computer-
mediated environments and has been recommended
as a possible metric of the online consumer experience
{Ghani et al. 1991, Trevino and Webster 1992, Webster
et al. 1993, Ghani and Deshpande 1994, Hoffman and
Novak 1996, Novak et al. 2000). While a valuable con-
struct, we believe that flow is too broad and ill defined
because of the numerous ways it has been operation-
alized, tested, and applied. We do, however, see value
in some of the emotional and cognitive components
used in flow research, namely, intrinsic enjoyment,
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perceived control, and concentration/attention focus.
The first two variables also correspond to those of plea-
sure and dominance from environmental psychology
(Mehrabian and Russel 1974). These constructs can be
used as wvalid metrics for the online consumer
experience.

2.2.1. Shopping Enjoyment. A common measure
of flow is the level of intrinsic enjoyment of an activity,
similar to the emotional response of pleasure from en-
vironmental psychology. Enjoyment in flow has, in
fact, been measured using an adapted scale from en-
vironmental psychology (Novak et al. 2000). In the
context of online shopping, we operationalized intrin-
sic enjoyment as shopping enjoyment and measured it
with a four-item scale adapted from Ghani et al.
(1991).! Just as shopping enjoyment is important off-
line (Morris 1987, Forman and Sriram 1991, Blakney
and Sekely 1994), it can be equally important online
where it can have a significant impact on attitude and
intention towards online shopping (Jarvenpaa and
Todd 1997a and b, Eighmey 1997). However, while
shopping in the physical world can be a very enriching
and emotionally fulfilling activity, shopping on the
Web does not always provide the same experience be-
cause it is limited to mostly two-dimensional pictures
and text,

The importance of enjoyment in online shopping has
been challenged in the past. At least one study found
that recreational orientation was not different between
nononline buyers, occasional online buyers, and fre-
quent online buyers (Li et al. 1999). However, recrea-
tional orientation was defined as the consumer’s gen-
eral attitude towards shopping, ie, if shopping is
something they enjoy overall. In our study, we lock at
the effect that a specific online shopping experience, and
its enjoyment factor, can have on consumers.

Past studies have indicated that shopping enjoyment
can be an important determinant of online customer
loyalty (Jarvenpaa and Todd 1997a and b, Rice 1997,
Eighmey and McCord 1998). Also, flow research indi-
cates that intrinsic enjoyment can positively impact the
use of computer-mediated environments for e-mail use

1A description of all the scales used in the study is available in the
Appendix.
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(Trevino and Webster 1992), other software use (Web-
ster et al. 1993), and Web use (Novak et al. 2000). We
expect the effects on using a Web store to be similar.
We, therefore, hypothesize that:

HyroTrEsIs la. Shopping enjoyment is positively re-
lated to intention to return.

2.2.2. Perceived Control. Perceived control has
been used in several theoretical frameworks under dif-
ferent variations such as perceived locus of control
{Rotter 1966), perceived control in achievement moti-
vation theory (Atkinson 1964), self-efficacy (Bandura
1982), and perceived behavioral control in the theory
of planned behavior (TPB) (Ajzen 1991}, In flow re-
search, perceived control has been defined as the level
of one’s control over the environment and one’s ac-
tions. It is similar to Bandura’s self-efficacy and Ajzen’s
perceived behavicral control in that it is specific to an
action and it can vary for different situations or actions.
In the same way, self-efficacy can be task- or situation-
specific and perceived behavioral control in TPB is di-
rected towards a specific behavior. Perceived control
is also similar to the emotional response of dominance
from environmental psychology, where it is defined as
feeling “unrestricted or free to act in a variety of ways”
in a specific situation and environment (Mehrabian
and Russel 1974). In fact, an adapted scale for domi-
nance has been used to measure perceived control in
flow research (Novak et al. 2000). In our study, we
measured perceived control with a four-item scale
adapted from Ghani et al. (1991).

For customers who shop on the Web, the informa-
tion environment can be very different than for cus-
tomers who shop in the physical world. The combi-
nation of less time available for shopping (Engel et al.
1990, Bellman et al. 1999), constant human cognitive
resources available for information processing (Miller
1956), and an explosion of information and products
available on the Web has led to more utilitarian cus-
tomers demanding more control, less effort, and
higher efficiency during shopping (Jarvenpaa and
Todd 1997a and b, Clawson 1993, Tracy 1998). NEOs
have responded to these challenges by providing site
features such as search engines and recommendation
agents to enable consumers to easily find what they
need, learn more about it, and quickly purchase it. All
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these site features result in Web customers enjoying
high levels of control and convenience (Baty and Lee
1995, Hoffman and Novak 1996). Given the utilitarian
nature of online consumers, we expect them to favor
sites that provide them with a sense of perceived con-
trol, and so they would be more likely to remain loyal
to them than other sites:

Hyrotresis 1b. Perceived control is positively related to
infention to return. '

2.2.3, Concentration/Attention Focus. For an in-
dividual to be in “flow,” they must concentrate on their
activity. Therefore, concentration has been a significant
correlate or measure of flow. It can also play a role in
online consumer behavior. Web customers can have a
short attention span because of their limited resources
of time and information processing (Engel et al. 1990,
Quelch and Klein 1996, Miller 1956) together with in-
creased levels of control (Hoffman and Novak 1997,
Sheth and Sisodia 1997). However, concentration can
be critical for completing their purchases efficiently.

Buying online is carried out in front of a computer
at home, with numerous distractions {such as children,
television, and the telephone) or at the office (where
distractions include work, colleagues, and phone
calls.} A consumer can also be distracted by other on-
line activities like e-mail, instant messaging, or other
Web sites. Such distractions can limit online consumer
concentration. When consumers shop in the physical
world, they must allocate most of their attention to that
task. They must walk or drive to the stores, look
through the products, interact with sales people, and
make purchases. They are not able to perform any
other activities such as pay their bills or answer their
e-mails. On the other hand, online customers can take
advantage of the multitasking capabilities of their com-
puters and do more than shop. They can go back and
forth between the Web store and their e-mail, interrupt
their shopping experience to do something else in their
home or office, or take advantage of download delays
to perform other tagks. This can distract their attention
and decrease their concentration in the purchasing
task.

Concentration as a measure of flow has been found
to positively influence the overall experience of com-
puter users (Novak et al. 1998) and their intention to
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use a system repeatedly (Webster et al. 1993). Alsc, we
know that interruptions that limit concentration re-
duce Web users’ satisfaction with online shopping (Xia
and Sudharshan 2000). We therefore expect that high
concentration, measured with a four-item . scale
adapted from Ghani et al. (1991), would have a posi-
tive impact on intention to return:

HyrotHzs1s 1c. Concentration is positively related to in-
tention to refurn,

However, the online consumer is also a computer
user, Our model would be incomplete if we did not
account for the reasons computer users adopt a tech-
nology such as a specific Web site, So, we turn to the
most widely used theoretical model for explaining sys-
tem usage, the Technology Acceptance Model (TAM)
(Davis 1989). TAM has been tested in many empirical
studies that include user acceptance of word proces-
sors (Davis et al. 1989), spreadsheets (Mathieson 1991),
e-mail (Szajna 1996), voice mail (Straub et al. 1995), and
telemedicine technology (Hu et al. 1999). By treating a
Web store as a technology system and the Web con-
sumer as a computer user, we can apply TAM and test
how well it predicts user intention to use the technol-
ogy, i.e., the Web store. In our case, that would trans-
late into customer intention to return to the store. Ac-
cording to TAM, attitude towards technology affects
use of the technology. Two belief variables have an
impact on attitude: perceived ease of use and per-
ceived usefulness of the technology. Empirical re-
search has shown that attitude towards the technology
is not a significant mediating variable (Venkatesh and
Davis 1996, Venkatesh 1999) so we do not include it.

We believe that the TAM variables can also be suc-
cessfully applied in the context of online consumer be-
havior. Viewing the store as a Web site or system, we
expect that when customers believe that using the Web
site will enhance their shopping productivity (per-
ceived usefulness) they will be more likely to return.
We anticipate the same effect when customers believe
that the Web site is easy to use (perceived ease of use):

HyroTuEss 2a. Perceived usefulness of the Web store is
positively related to intention fo return.

HyPoTHESIS 2b. Perceived ease of use of the Web sfore is
posttively related to intention to return.
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While TAM, environmental psychology, and flow
theory may seem too discrete to combine in one study,
we believe that they can complement each other sue-
cessfully to form a hybrid theoretical perspective
(Shaw and Jarvenpaa 1997), First, environmental psy-
chology and flow share the common variables of en-
joyment/pleasure and perceived control/dominance,
the emotional responses of this study. The TAM vari-
ables (perceived usefulness and perceived ease of use)
and concentration provide the cognitive responses. All
three theories have at their core a number of emetional
and cognitive responses to the environment that influ-
ence an individual’s behavior. The context of online
shopping and the dual nature of the Web customer as
a computer user allows them to come together to help
us better understand online consumer behavior.

2.3. Unplanned Purchases

While customners may enter a store planning to make
specific purchases, they ofteri end up making un-
planned purchases. There are four types of unplanned
purchases (Stern 1962):

(1) Pure impulse: These are purchases that are made
for purely hedonic reasons and are usually character-
ized by:

(a) spontaneity;

(b) power, compulsion, and intensity;

(c} excitement and stimulation;

(d) disregard for consequences (Rook 1987).

(2) Reminder effect: A stimulus reminds the con-
sumer to buy a product he needs.

(3) Suggestion effect: The customer purchases a
product because of a promotion.

(4) Planned impulse: The customer shops without
any specific product(s) in mind.

Unplanned purchasing behavior on the Web can be
interesting and complex. While shopping trips in the
physical world are often constrained by time and geo-
graphical location, Web consumers can buy atany time
from anywhere, possibly increasing the number of
products they buy on impulse. The ability to click on
banner ads and be transported immediately to the
store, in front of the product advertised could make it
easier for consumers to make unplanned purchases.
Finally, the Web provides more privacy than the physi-
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cal world, thereby possibly enabling consumers to in-
dulge in impulsive shopping behavior they would find
embarrassing offline.

Some of the same emotional and cognitive responses
that impact a customer’s intention to return should in-
fluence the number of unplanned purchases made. We
do not believe, however, that the belief variables of
TAM will determine unplanned purchases. TAM pre-
dicts intention to use a technology and subsequently
the amount of usage. It does not differentiate between
specific kinds of use or the results of such use, e.g.,
making unplanned purchases at a Web store.

We know from flow research that intrinsic enjoy-
ment can increase a user’s exploratory behavior (Ghani
and Deshpande 1994). Also, in their comprehehsive
study of impulse buying, Beatty and Ferrel (1998)
found that in-store browsing behavior might increase
the urge to buy impulsively. If online consumers enjoy
their shopping experience, they might engage in more
exploratory browsing in the Web store leading to more
unplanned purchases. In addition, Beatty and Ferrel
found an increase in impulse purchasing urges for
shoppers with positive feelings during shopping.
Beatty and Ferrel’s work has shown the significance of
positive emotional responses for unplanned pur-
chases. Their impulsive nature implies that they rely a
lot on consumer feelings. So, we believe that shopping
enjoyment will induce unplanned purchases online.

HyrotHESIS 3a. Consumers with higher shopping enjoy-
tent are more likely to make unplanned purchases.

Strategically placed promotions and displays through-
out a store, can increase unplanned purchases and
overall sales (Inman et al. 1990). Online, customers
have high levels of control over what they see and do
through the use of search engines, intelligent agents,
and recommender systems (Baty and Lee 1995, Hoffman
and Novak 1996 and 1997, Sheth and Sisodia 1997).
This increased contrel allows consumers more choice
over the advertising and promotional material they are
exposed to, reducing unplanned purchases (Draft
1993, Rust and Oliver 1994, Shell 1994, Raman and
Leckenby 1995, Burke 1997, Raman 1997, Lohse and
Spiller 1998a).

In this study, we measure perceived control. If it is
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equivalent to actual consumer control, then, as dis-
cussed above, it may lead to a decrease in unplanned
purchases. Alternatively, the perception of being in con-
trol could contribute to a positive experience that could
increase unplanned purchases. We believe that per-
ceived control online would reflect actual control, so we
expect that it would impact unplanned purchases
negatively.

Hyrorugsis 3b. Consumers with higher perceived con-
trol are less likely to make unplanned purchases.

We know that exposure to marketing promotions in-
creases unplanned purchases (Assael 1992). Consum-
ers that are able to focus their attention at a Web store
should alsc be more likely to notice marketing pro-
motions on the site. If consumers are not paying full
attention to the contents of the Web site when buying
online, they are less likely to notice products that they
might otherwise buy on impulse.

HyroTHESIS 3¢. Consumers with higher concentration
are more likely to make unplanned purchases.

2.4. Determinants of Emotional and Cognitive
Responses

Once we know how certain emoational and cognitive
responses to a Web store effect a consumer’s purchas-
ing behavior, the next logical step is figuring out how
to elicit the right responses, To gain insight, the study
looked at the effect of several variables that can deter-
mine a conswmer’s emotional and cognitive responses.

24.1. ProductInvolvement. Productinvolvement
and its measurement have been the source of consid-
erable research and debate since Personal Involvement
Inventory (PII) was first proposed and analyzed by
Zaichkowsky (1985). While there have been many var-
iations on the definition of involvement (Zaichkowsky
1985, Greenwald and Leavitt 1984, Mitchell 1981, Park
and Mittal 1985), it is generally accepted that involve-
ment is: (a) a person’s motivational state (i.e., arousal,
interest, drive) towards an object where (b) that moti-
vational state is activated by the relevance or impor-
tance of the object in question (Mittal 1989). In the cur-
rent study, the Revised Personal Involvement
Inventory (RPID proposed by McQuarrie and Munson
(1992) was used to measure product involvement for
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books, i.e., how interested consumers are in books and
how important books are to them.

While involvement with advertisements (Andrews
and Durvasula 1991) and with the purchase process
(Slama and Tashchian 1985) is important, the study fo-
cuses on involvement with the product. We are not
concerned with how consumers are attracted to a Web
site but with what happens while they visit it. Also,
our three emotional and cognitive responses of per-
ceived control, shopping enjoyment, and concentration
give us a good indication of the involvement of the
consumer with the purchase process. As a result, we
only measure product involvement.

A consumer’s involvement with the product(s} sold
by a Web-based company can have an effect on the
consumer’s experience and behavior. Involvement,
measured simply as importance of the Web to the con-
sumer, also had a strong effect on the primary ante-
cedents of flow (Novak et al. 2000). We expect that
customers with higher product involvement will have
a more positive shopping experience due to their in-
creased interest in the product. This relationship
should be true for shopping enjoyment and concentra-
tion but not for perceived control. Perceived control is
more of a result of the interaction with the Web site
and its features, rather than the type of product
purchased.

HyroTtrEsis 4a. Product involvement is positively re-
lated to shopping enjoyment.

HyroTtHEsIs 4b. Product involvement is positively re-
Iated to concentration.

242. Demographics. Demographic variables have
been used extensively in market research to segment
the customer population for better marketing strate-
gies {Engel et al. 1990, Assael 1992). In some cases,
demographics variables may determine some con-
sumer behavior on the Web (Korgaonkar and Wolin
1999). For parsimony, we do not hypothesize on any
possible differences in online consumer emotional and
cognitive responses due to gender or age.

243, Web Skills. One of the most important an-
tecedents of flow is the level of skills of the individual
(Csikszentmihalyi 1975 and 1977, Ghani et al. 1991,
Trevino and Webster 1992, Webster et al. 1993, Ghani
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and Deshpande 1994, Hoffman and Novak 1996,
Novak et al. 2000). Skills are measured as perceived by
the user and not through observation or a standard-
ized test. Therefore, they are similar to computer self-
efficacy, defined as “an individua! judgment of one’s
capability to use a computer” (Compeau and Higgins
1995). Computer self-efficacy has been found to affect
computer use, often through its effect on the emotional
state of the user by, for example, reducing his com-
puter anxiety (Marakas et al. 1998). Similarly, skills
have been consistently found (along with challenges,
discussed below) to be significant antecedents to flow.
Thetefore, we expect, that as online consumers per-
ceive their Web skills to be higher, they will be more
likely to have positive emotional and cognitive re-
sponses to the Web store they visit.

HyrotHESIS Sa. Perceived skills are positively related to
perceived control,

HyrotHests 5b. Perceived skills are positively related to
shopping enjoyment, .

HyroTrEsts Sc. Perceived skills are positively related to
concentration.

24.4. Product Search Mechanisms, Web stores
have responded to the call for customer control by pro-
viding various site features like internal search engines
and recommender systems to enable consumers to eas-
ily find what they need, learn more about it, and
quickly purchase it. There have been very few attempts
to create a framework or typology of Web-based
customer decision-support systems (O'’Keefe and
McEachern 1998). We differentiated search mecha-
nisms according to the two types of information they
use: nonvalue-added and value-added.

Nonuvalue-added information consists of all information
that is publicly available and standardized, such as ob-
jective information that describes the product sold. For
a bookstore, such information can be the book title,
author, and publisher. Value-added information consists
of all information that is generated by the NEO. It is
subjective and often proprietary to the entity that gen-
erates it. Value-added information can be created by
the NEO (such as a weekly bestseller list), from a third
party (such as hyperlinks to online reviews of products
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by independent parties or Oprah’'s Book Club selec-
tions), or from the customers themselves (such as cus-
tomer reviews available to other customers).

We know that product search may be undertaken
simply because it is fun as in window shopping. Also,
customers often engage in ongoing information gath-
ering independent of specific needs or purchase deci-
sions {Bloch et al. 1986). For them, value-added infor-
mation can prove interesting and helpful. Whether it
is reviews of books by other customers or stock rec-
ommendations by analysts, customers can enjoy this
wealth of information about products and services not
always available in the physical world. In general, we
expect that the more enriched and satisfying the shop-
ping experience is, the more likely customers are to
experience high levels of perceived control, shopping
enjoyment, and concentration. Because product infor-
mation search can be a fun-seeking experience (Bloch
et al. 1986), we expect that the use of value-added
search mechanisms can make the shopping experience
more fulfilling and enjoyable. Access to such infor-
mation can improve consumer decision making
through complex, nonlinear, and nondirected queries
(Hoffman et al. 1995} and can be an important incen-
tive for people to shop online (Jarvenpaa and Todd
1997a and b) by providing more control over their pur-
chases. Such mechanisms may also help customers
concentrate better because they require active cus-
tomer participation and interpretation of the value-
added information.

HyroTHEsIs 6a. The use of value-added search mecha-
nisms is positively related to perceived control.

HyrotuEsis 6b. The use of value-added search mecha-
nisms is positively related to shopping enjoyment.

HyrotaEesis 6c. The use of value-ndded search mecha-
nisms will be positively related to concentration.

24.5. Challenges. Along with individual skills,
the challenges presented by an activity are the most
important predictors of flow (Csikszentmihalyi 1975
and 1977, Ghani et al. 1991, Trevino and Webster 1992,
Webster et al. 1993, Ghani and Deshpande 1994,
Hoffman and Novak 1996, Novak et al. 2000). Positive
challenges from the shopping experience on the Web
can affect consumer responses to that experience. It is
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important to stress here that we are looking at positive
challenges, such as those presented by a sport or a
game. We are net looking at negative challenges that
are due to problems like difficult navigation, slow
download time, or product unavailability. A Web site
can be perceived by a consumer as positively challeng-
ing in the same way an electronic game is challenging.
The process of discovering information and using spe-
cial Web site features can feel challenging and ambi-
tious with positive effects.

Hyrortrgsts 7a. The level of challenges of a Web store is
positively related to perceived control.

Hyrorussis 7b. The level of challenges of a Web store is
positively related to shopping enjoyment.

Hyrotresis 7c. The level of challenges of a Web store is
positively related to concentration,

The complete theoretical framework (Figure 1) is
alsoc a nomological network used to test the construct
validity of our variables., Constructs are considered
nomologically valid if, as méasured in our study, they
predict or are predicted by other constructs consistent
with past research (Cronbach 1971, Bagozzi 1990,
Straub et al. 1995).

3. Methods

To test our nomological network, an empirical study
using an online questionnaire was administered to ac-
tual Web customers. The Web store selected for this
study is Booksamillion.com, the online branch of the

Figure 1 Thearetical Framework
Product -
Invalvement Perceived Control
UNPLANNED
| o [\ FURGrES
Value-Added
Search \
Mechanisms Perceived Usefulness INTENTION
/’ TO RETURN
Chalcges

* All refationships are hypothesized positive except Perceived Gontrol —
Unplanned Purchases, which is negative.
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traditional “brick and mortar” company Books-A-
Miilion. Booksamillion.com was selected for several
reasons: _

(1) The site is comprehensive and functional, elimi-
nating any Web site problems.

(2} Booksamillion.com is a relatively unknown on-
line bookseller that guaranteed us enough first-time
customers for our sample.

(3) The site, unlike booksellers like Amazon.com,
primarily sells books. Books are a commodity—a fact
that helps eliminate variance in product quality (the
actual physical book, not the quality of its content).
Though the site sells a few other items, such as coffee
and magazines, the main focus of the store is books.

3.1. Study Design

Obtaining permission to directly survey Booksamil-
lion.com customers proved to be too difficult. Com-
panies are reluctant to participate in research projects
that interrupt customers’ shopping or the firm'’s inter-
nal operations. So, we simulated actual customers by
recruiting subjects, asking them to visit the Booksa-
million.com site and then having them answer our
questionnaire. The fact that subjects did not visit the
Web site on their own volition is definitely a limitation
of the study. However, while it is possible that their
intention to return would differ when directed to visit
the site by the researcher, we do not believe that the
difference is large enough to compromise the gener-
alizability of our results.

To measure unplanned purchases we needed to
know which purchases consumers had initially
planned to make when they visited the store. We sim-
ulated an initial purchase plan by providing subjects
with a $10 gift certificate. Subjects were asked to fill
out the first part of the questionnaire for a $10 gift cer-
tificate to an online bookstore, which they would visit
upon completion. The first part asked them questions
unrelated to their particular visit, including how many
(if any) books they intended to buy when they visited
the online bookstore. The $10 gift certificate ensured
us that some of the subjects would form an initial pur-
chase plan of spending the gift certificate at the store,

After visiting the site, we asked the subjects to im-
mediately return and answer the second part of the
questionnaire, where we asked about their shopping
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experience and their actual purchases. Any purchases
made in addition to what they had initially said they
would buy were unplanned purchases. Unplanned
purchases were calculated using the number of books
purchased over their initial purchase plan, instead of
the amount (in dollars) spent over the §10 gift certifi-
cate. We felt that it was a more accurate measure be-
cause customers most often go to a store with a plan
to buy a number of bocks and not to spend an amount
of money. Because our hypotheses deal with the like-
lihood of making unplanned purchases, we created a
binary variable with the value zero if a customer made
no unplanned purchases and the value one if a cus-
tomer made some unplanned purchases,

3.2. Implementation

The sample was recruited from the database of Dy-
namic Logic, Inc., an online market research firm that
specializes in the measurement of the effectiveness of
online ad. campaigns through the use of online ques-
tionnaires. Dynamic Logic also hosted the question-
naire using its patented technology that features ran-
domized order of questionnaire items (to eliminate
fatigue effect), live online results, and automated data
collection,

The sample was randomly selected from the Dy-
namic Logic database of registered participants who
were e-mailed an invitation to participate in an online
questionnaire for a $10 gift certificate to an online
bookstore, $10 in cash (via check), and the chance to
win $1,000 in cash. Each subject was asked which on-
line bookstores he had visited in the past and if Books
amillion.com was among them; the subject was
screened out, leaving only new customers. They filled
out the first part of the questionnaire and were pre-
sented with a gift certificate code and a button. When
they clicked it, a new window opened with the Books
amillion.com site. They were instructed to visit Books
amillion.com and then immediately return to the ques-
tionnaire to fill out the second part for an additional
$10in cash and a chance to win $1,000. We used a cash
incentive for the second part of the questionnaire, in-
stead of another gift certificate, so as not to influence
the respondents’ answer to the question on their inten-
tion to return to the Web store.

Our research instrument asked about the consum-
ers’ experience during that specific visit to the store.
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This increased the validity of our measures. Because
we were not working with Bocksamillion.com, we

were unable to use log files to measure behavioral vari-

ables such as the number of purchases. We relied on
self-reports for such measures. Subjects were not al-
lowed to proceed unless they filled out the entire ques-
tionnaire (see Appendix C).

3.3. Sample and Descriptive Statistics

The questionnaire ran for one week. The first part of
the questionnaire was completed by 300 subjects, and
280 of those filled out the second part, a retention rate
of 93.3%. All 280 subjects were new customers to Books
amillion.com. There were 12 international respon-
dents, mainly from Canada. 63% of the sample was
female, and about 50% of the subjects were 30 to 50
years old. 77% of the subjects had at least some college
education, and 48% reported an income of over
$30,000. Almost half of the subjects reported having
children under the age of 18, and 68% reported spend-
ing over 15 hours per week online. Almost 50% of the
subjects reported buying books online at least four
times a year. When asked to rate loyalty to a specific
online bookstore on a scale from one to six, many sub-
jects (over 45%) reported low customer loyalty (values
of one or two on a six-point scale).

The majority of respondents (73.2%) reported that
they intended to buy no books or that they did not
know how many they would buy, There were 20%
who wanted to purchase one book. After visiting the
site, almost half of the subjects said they purchased at
least one book, with almost 10% purchasing more than
one. About 32% of the subjects made an unplanned
purchase; 24% bought one more book than planned;
6% bought two more; and four subjects bought more
than two extra books. Very few purchased cross-
selling items such as coffee (4 subjects) or magazines
(17 subjects). Many respondents (65%} spent 20 min-
utes or less at Booksamillion.com, indicating an effi-
cient purchasing process. Subjects seemed relatively
satisfied with their experience, with 33% reporting
they would return to Booksamillion.com (giving six or
seven on a seven-point scale). Only 14% said that they
would not return (giving one or two on the same scale).

34. Results
Based on prior research, we expected the flow factors
as well as the TAM factors to be correlated. Therefore,

INFORMATION SYSTEMS RESEARCH
Vol. 13, No. 2, June 2002




KOUFARIS
Applying the Technology Acceptance Mode! and Flow Theory to Onlirte Consumer Behavior

we factor analyzed our scales using principal compo-
nents extraction with direct oblimin rotation, an ap-
propriate method when there is reason to expect the
factors to be correlated (Pedhazur and Pedhazur 1991).
This analysis validated our instrument and the multi-
item scales, as shown in the Appendix. All scales had
acceptable Cronbach’s alpha values (Nunnally 1967),
as seen in Table 1.

The testing of the hypotheses that follows is in-
tended to demonstrate further validation of the instru-
mentation, as discussed earlier. If the constructs per-
form: as predicted by theory, then we can infer that the
measurement of the constructs is nomologically valid.

In testing the model, we were interested in seeing
the difference in explanatory power between the part
of the model that considers the online consumer as a
shopper and that which considers the consumer as a
computer user. Therefore, we tested the three flow
variables separately from the TAM variables. We then
tested the TAM variables independently. Finally we
tested all variables together in a single model.

Table 2 shows the linear regression model with the
three flow variables. After removing four outliers that
had standardized residuals with absolute values
greater than 3.0 (Chatterjee et al. 1995), the final model
had an excellent fit and explained a large percentage
of variance with a R* = 0.472. Only the coefficient for

Table 1 Summary Stalistics and Cronbach’s Alpha Vaiues for All
Scales
Mean S.0. Gronbach's Alpha
Concentration 452 1.46 0.910
Shopping Enjoyment 4,30 1.52 0.944
Perceived Gontro! 4.98 1.52 0813
Skills 531 1.50 0918
Challenges 296 1.44 0.803
Involvement 6.13 1.01 0.029
Perceived Ease of Use 5.18 1.61 0.927
Percaived Usefulness 4,15 157 0.824
intention to Return 4.59 1.77 /A
Valug-Added Used 1.37 1.3 /A

For all regression models in the study, low VIF values indicate low
coliinearity, the standardized residuals are normally distributed, and
there is no heteroscedasticity.
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shopping enjoyment was statistically significant.
Therefore, Hypothesis 1ais supported but Hypotheses
1b and 1c are not.2

Table 3 shows the linear regression model with the
TAM variables. After removing the same four outliers,
the model had a great fit and explained about the same
variance (R* = 0.489). Only the coefficient for per-
ceived usefulness was significant, while that for per-
ceived ease of use was not. Therefore, only Hypothesis
2a is supported.

Comparing the two models, we saw very little dif-
ference in their predictive ability for intention to re-
turn. We ran a combined regression model, as seen in
Table 4, after removing the same four outliers. The
model had good fit and, as expected, explained more
variance (R* = 0.546). The same coefficients for shop-
ping enjoyment and perceived usefulness were signifi-
cant, so the same hypotheses are supported.

We ran a logistic regression on the binary variable
of unplanned purchases to test the effects of perceived
cantrol, shopping enjoyment, and concentration, Table
5 shows the results. The chi-square value shows that

Tahle 2 Linear Regression Model for tnlenlion to Return wilh the
Flow Variables

Variable B Std. Error B

Canstant 0.866™" 0.327

Percaived Cantrol 0.104 0.064 0,230

Shopping Enjoyment 0.705** 0.080 0.608~"

Congentration 0.045 0.070 0.037

N = 276 A* = 0.472; F = 81.069 (p < 0.01}—where "~ p < 0.01,
*p<005°p<0]

Table 3 Linear Regression Mode! for Intention to Relurn with the
TAM Variables

Variable B Std. Error B

Gonstant 1.130* 0.259

Perceived Usefulness 0.695** 0.066 0.621**

Perceived Ease of Use 0.119¢ 0.064 0.109°

N = 276; R* = 0.489; F = 130,651 {p < 0.01)-—where "~ p < 0.01,
Cp<005°p<01
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Table 4 Linear Regression Model for Inlention to Relurn with Alf Table 5 Logistic Repression for Unplanned Purchases with the Flow
Variables Variables

Variable B Std. Error B B Std. Error Exp (B)

Constant 0.701* 0.308 Constant -2.974 0.614 0.051

Perceived Control 0.021 0.069 0.018 Concentration 0.208° 0.123 1.229¢

Shopping Enjoyment 0.400** 0.088 0.345*" Shopping Enjoymant 0142 0.138 1.152

Concentration 0.040 0.066 0,033 Perceived Control 0.123 0.141 1.130

Perceived Usefulness 0.465+* 0.074 0.415*"

Perceived Ease of Use —0.002 0.073 —0.002

N = 276; R* = 0.546; F = 64.986 {p < 0.01)—where p < 0.01, * p <
005, p <01

the model has good fit but none of the coefficients is
significant. S0, Hypotheses 3a, b, and ¢ are not
supported.

We used linear regression models to test the effect
of individual and envircnmental factors on perceived
control, shopping enjoyment, and concentration. Table
6 shows the results of the regression model for concen-
tration. The model had good fit and explained about
21% of the variance. The coefficients for product in-
volvement, challenges, and skills were significant and
positive, providing support for Hypotheses 4b, 7c, and
5c. The coefficient for value-added use was in the right
direction, but not significant.

The regression model for shopping enjoyment had
an even better fit and explained more variance with a
R? = 0.281, as seen in Table 7. The coefficients for prod-
uct involvement, challenges, skills, and value-added
use were highly significant and positive, providing
support for Hypotheses 4a, 7b, 5b, and 6b, respectively.

The regression model for perceived control had a
moderately good fit {F =2,898, p = 0.006) but no signifi-
cant coefficients and a R* = 0.070 that indicated the
model explained too little variance. Therefore, we
could not verify Hypotheses 7a and 8a.

Figure 2 shows our nomological network but in-
cludes only the relationships that were supported by
our data.

4, Discussion

An important contribution of our study is the testing
and validation of metrics for consumer behavior on the
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Initia} —2 Log Likelihood = 350.136

—2 Log Likatiheod = 332413

Chi-square = 17.724**

df =3

N = 280; Cox and Snell A2 = 0.061; Nagelkerke 82 = 0.086—where
p<0M, T p<0.05°p<01

Table & Linear Regression Mode) for Customer Concentration
Variable B Std. Error B
Constant 0.047 0.646

Involvement 0.407** 0.083 0.280"
Challenges 0.221** 0.056 0216
Skills 0.138* 0.056 0142
Vale-Added Use 0.330° 0.070 0.116°
Nonvalua-Added tss 0.088 0.074 0.074
Gender 0.014 0.176 0.005
Age 0.008 0.007 0.086

N = 280; A2 = 0.210; F = 10.321 (p < 0.09)—where ** p < .01,
*p<005°p<{

Table 7 Linear Regression Model lor Customer Shopping Enjoyment
Variable B Std. Error B
Constant 0.086 D.640

Involvement 0.328*" 0.082 0.218**
Challenges 0,358 0.055 0.338*~
Skills 0.182* 0.055 0.t80*
Valug-Added Use 0.240"" 0.059 0.207
Nonvalue-Added Use 0.042 0.073 0.034
Gender 017 0.174 0.054
Aga —0.01%e 0.007 =0.090°

N = 280; R? = 0.281; F = 15.095 {p < 0.01)—whera ** p < 0.01,
*p<005p<0l
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Figure 2 Retalionships Supporied by Empiricalf Study
Product
Imvalvement [ Perceived Controb
\ UNPLANNED
Web Skills Shopping Enjoy PURCHASES
Cencentration
Value-Added
Search
ol o
TORETURN

All relationships are statistically significant at the g <t 0.05 level.

Web as called for by Straub and Watson (2001). In ad-
dition to the fact that all the scales used in the study
showed high reliability, those of shopping enjoyment,
perceived usefulness, involvement, challenges, and
skills also demonstrated high nomological validity.
When tested in a nomological network derived from
prior research, they generally behaved as demon-
strated in past studies. Therefore, we believe that fu-
ture research in online consumer behavior can use
these metrics with some assurance. Testing them
against other important factors not included in this
study will advance our understanding of online con-
sumer behavior.

From a substantive point of view, we examined how
emotional and cognitive responses to the shopping ex-
perience on the Web can influence online consumer
behavior, specifically, intention to return and un-
planned purchases for new customers. Looking at the
online consumer both as a shopper and a computer
user, by blending theoretical paradigms from psychol-
ogy, marketing, and information systems, we con-
firmed the dual nature of the online consumer as a
traditional shopper and a computer user. Our results
show that both enjoyment of the shopping experience
{(a psychological/marketing variable) and perceived
usefulness of the Web site (an IS variable for system
use) are important for a new customer’s intention to
return.

Furthermore, the significance of perceived useful-
ness shows that the Technology Acceptance Model can
be successfully applied, even when the behavior in
question is not one of pure system usage. When tested

INFORMATION SYSTEMS RESEARCH
Vol. 13, No. 2, June 2002

alone, without the flow variables, perceived usefulness
explained 49% of variance of intention to return, dem-
onstrating even further the robustness of TAM in this
context. Qur results also confirmed prior TAM re-
search that found that perceived usefulness was a
more important predictor of intended systern usage
than perceived ease of use {Davis 1989, Hu et al. 1999).

In accordance with research that has demonstrated
the utilitarian nature of online consumers (Jarvenpaa
and Teodd 1997a and b, Clawson 1993), we found that
a consumer’s belief about the usefulness of a Web store
(a cognitive response) can determine their future visits.
However, we also found that an emotional response to
the Web site can also have the same effect. Even
though consumers may not expect to be entertained
when they shop online, if they do enjoy their experi-
ence, they are more likely to return to the Web store.
These results show that online consumers are not
purely utilitarian, valuing only efficiency in shopping,
but they can also enjoy shopping online enough to
make them return. If this means that online consumers
are more similar to offline ones than previously
thought, researchers of online consumers may success-
fully use previous research done offline, though with
caution.

Our results on unplanned purchases were surpris-
ing. We found no relationship between unplanned
purchases and the flow variables of shopping enjoy-
ment, concentration, and perceived control. A possible
reason for the weak results could be our $10 gift cer-
tificate. One could argue that it is difficult to purchase
anything with $10, even if it is a book. This may have
prevented some of our subjects from buying anything
at all in the first place. Unfortunately, the high cost of
such an incentive made it infeasible for our study. It is
also possible that there are other variables that can ex-
plain unplanned purchases that we did not include in
our framework. Future research needs to reexamine
the relationships we tested as well as introduce new
possible predictors,

Our results also confirmed some prior research on
flow. We found that perceived Web skills and positive
challenges are positively related with shopping enjoy-
ment and concentration of online consumers. The im-
portance of Web skills is also consistent with work
done in computer self-efficacy (Marakas et al. 1998}
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and stresses once again the “computer user” part of
the dual identity of the online consumer. The more
confident and comfortable consumers feel with the
Web site, the more likely it is that they will enjoy it.

The nonsignificance of the relationship of flow vari-
ables with unplanned purchases and intention to re-
turn (with the exception of shopping enjoyment) puts
into question the use of flow in the context of online
shopping. Unlike the study by Novak et al. (2000),
which defined and measured the flow state for general
Web users, we examined the effect of flow variables
on consumer behavior during a particular store visit. It
may be the case that for online consumers, not simply
Web users, a multidimensional flow construct does not
explain their behavior, while a simple construct like
shopping enjoyment does. Therefore, we urge cautious
use of flow in online consumer behavior research.

We also found that the use of value-added search
mechanisms may influence the experience of online
consumers that can in turn affect their behavior. The
use of a utilitarian tool such as a search engine is pos-
itively related with shopping enjoyment, an emotional
response. However, we found no relationship between
using value-added search mechanisms and perceived
control or concentration, A possible implication is that
Web site features that are intended to be mere tools for
the consumer to use might have a strong emotional
impact. An alternative explanation is that the more
consumers enjoy themselves, the more they use value-
added search mechanisms.

Our results also have important practical implica-
tions for companies. The dual nature of the online con-
sumer as a traditional shopper and as a computer user
means that appropriate interface, navigational struc-
ture, and other elements of human-computer interac-
tion may be just as important to retaining customers
as good customer service and lower prices. Many Web-
based companies have taken large steps to increase the
convenience to their customers by providing features
like express checkouts and recommender systems.
However, our results have shown that emotional ex-
periences such as shopping enjoyment can help retain
customers. Therefore, online stores should provide
both utilitarian value as well as hedonic value to their
customers, partly by providing them with value-added
search mechanisms,
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Our study was not without limitations. Because our
subjects had registered with an online market research
company and took multiple online questionnaires,
they may be more Web-savvy than the average user.
Unfortunately, to recruit subjects online, they must be
comfortable enough with the Web to be recruited and
to participate. Our “Web skills” scale shows a high
mean of 5.3 on a seven-point scale, but also a high var-
iance of 2.25. That justifies some cautious generaliza-
tions of our results, The same applies to our scale for
“perceived ease of use” with a mean of 5.16 and a var-
iance of 2.6.

An important variable missing from our framework
is planned purchases of first-time customers. How de
customers decide to visit a specific Web store for a
planned purchase, and what factors determine
whether they will actually make that purchase at that
store? Our study design did not capture actual custom-
ers as they came to a store for the first time. Instead,
we had to simulate new customers by directing our
subjects to the Web store. A future study that captures
actual new customers would be able to better explain
the factors behind customer acquisition and planned
purchasing.

There are also many additional individual and en-
vironmental factors that can determine a consumer’s
emotional and cognitive responses. In environmental
psychology, physical stimuli like colors as well as per-
sonality traits can influence an individual's emotional
state (Mehrabian and Russsel 1974). In marketing,
there have been studies on a variety of individual char-
acteristics such as motivation and knowledge as well
as a broad range of environmenta) variables including
family, culture, and social .class (Engel et al. 1990).
There has also been some research on the antecedents
of the two belief variables in the TAM {e.g., Venkatesh
and Davis 1996). Our study did not consider any of
these variables and we urge other researchers to do so.

We consider this study a stepping stone on the road
to understanding online consumer behavior. Many is-
sues remain unresolved and many questions unan-
swered. We took a first step at studying the consumer
experience on the Web and found a number of metrics
to be reliable and nomologically valid. Future research
can use these metrics to explain how and why consum-
ers think, act, and feel when shopping on the Web.

INFORMATION SYSTEMS RESEARCH
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5. Appendices

Appendix A. Structure Matrix from Principal Component Analysis with Direct Oblimin Rotation

ITEMS

FACTORS
i 2 3 4 5 &
(Concen- (Enjoy- (Perceived (Chal- (Perceived (Perceived 7

tration)

ment}  Control)

lenges) Usefulness) Ease of Use) (Skills)

.. 1 was absorbed intensely in the activity.
... My attention was focused on the activity.
.. [ concentrated fully on the activity.
.. [ was deeply engrossed in the activity.
.. I found my visit interesting.
.. I found my visit enjoyable.
.. I found my visit exciting.
... I found my visit fun,
.« [ felt confused.
.. Lielt calm.
... I felt in control.
.. I felt frustrated.
... challenged me to perform to the best of my ability
.. provided a good test of my skills
... stretched my capabilities to the lmits
Using the site can improve my shopping performance.
Using the site can increase my shopping productivity.
Using the site can increase my shopping effectiveness.
1 find using the site useful.
Learning to use the site would be easy for me.
My interaction with the site is clear and understandable.

It would be easy for me to become skillful at using the site.

I find the site easy to use.

I am very skilled at using the Web.,

1 know how to find what I want on the Web,

1 know more about using the Web than most users.

Appendix B. Correlation Matrix
Pearson Bivariate Correlations

- 0.886
—0.861
-0.860
—-0.883

0.5592
0.662
0.648
0.658
0.473
0.929
0.862
0.635
0.872
0.842
0.806
0.928
0914
0.932
0.725
0.899
0.814
0.898
0.899

0.945
0.914
(.914

Perceived
Ease of
Use

Perceived
Usefulness

Perceived
Control

Value-
Added
Used

Involve-
ment

Concen-
tration

Enjoy-

ment Skills

Intention
to Return

0.01 .39+

0.68+

Challenges

Perceived Ease of Use
Perceived Usefulness
Perceived Control
Enjoyment
Concentration

Skills

Involvement

Value Added

—-0.01
0.70*
0.55*

0.34*
066
0.75*
0.58* -

023
0.43*
0.47%
0.25%
0.65"

-0.10
0.24%
0.14*
0.06
0.18%
0.14*

0.02
031+
D.19**
0.12*
0,27+
0.33*
0.09

0.06
022+
0,21+
Q.15
0.28*
0.21%
0.06
0.12*

Q.27+
.47+
D.62%
0.39%+
0.62%*
0.39%*
0.09

C.18**
0.19**

where**p < 0.01, " p < 0.05
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Appendix C. Survey Instrument

1. Intention to Return

We measured customer intention to return with the following single
item on a seven-point Lickert scale ranging from one—extremely
unlikely to seven—extremely likely:

“How likely is it that you will visit Booksamillion.com again in the
future?”

2, Unplanned Purchases

We used two questions to determine the number of unplanned pur-
chases. The first question asked how many books the customer in-
tended to buy when she would be directed to the bookstore site with
the $10 gift certificate. The possible answers were none, one, two,
three, four or more, and “I don't know how many” books. The sec-
ond question asked how many books they actually bought as weli
as how many of the other items sold on Booksamillion.com, such as
coffee and magazines, they purchased.

We calculated the number of unplanned purchases by subtracting
the first question from the second ore. For those subjects that re-
ported “I don’t know how many books” in the first question, we
considered their initial planned purchases as zero, We then created
a binary variable that takes the value zero for subjects who did not
make unplanned purchases and the value one for thase who did.

3. Search Mechanisms Used

A multiple response question was used to determine which search
mechanisms the customer used, and a single response question
asked customers which one of the search mechanisms was the most
helpful. Once again, due to the lack of resources, we deperded on
self-reports rather than Web logs to determine which search features
customers used. We separated the search mechanisms available to
the customers into value-added and nonvalue-added. We then cre-
ated a variable that measured the use of each type of search mech-
anism by adding the number of search mechanisms the customers
reported they had used.

Value-Added Nonvalue-Added
Search Mechanisms Search Mechanisms
Bestsellers Book Search

Bargains Browse Subjects
Reviews Upcoming Titles
Weekly Specials All Authors

New and Notable Road to El Dorado
Easter Left Behind Series
Great Movie Reads eBook: Riding the Bullet
Campaign 2000 Star Wars

Oprah'’s Book Club Pokemon

Seen in NY Times MLB Showdown 2000
Graduation Bible Covers
Mother's Day Accessories

Harry Potter Fans Magic the Gathering
Autographed Books Yo Yos

Popular Business Furby

All Literary Awards Tae Bo

Music Bestsellers Coin Collectibles
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Tender Times Don’t Sweat Series
Coffee ‘

Magazines

Classification of search mechanisms on Booksamillion.com

4. Multi-Ttem Scales

Following are the multi-item scales used in the study and the source
in prior literature from which they were adapted. All items used a
seven-point Lickert scale:

Concentration/Attention Focus {Ghani et al. 1991):

During my last visit to Booksamillion.com . ..

... 1 was absorbed intensely in the activity.

... My attention was focused on the activity.

... I concentrated fully on the activity.

... I was deeply engrossed in the activity.

Shopping Enjoyment (Ghani et al. 1991):

During my last visit to Bosksamillion.com ...

... 1 found my visit interesting.

... | found my visit enjoyable.

... I found my visit exciting.

... Hound my visit fun,

Perceived Control {Ghani et al. 1991):

Duyring my last visit to Booksemillion.com . .

... I felt confused (reversed).

... Lelt calm.

- .. [ felt in control,

... I felt frustrated (reversed).

Web Skills (Navak et al. 1998):

I am very skilled at using the Web.

I know how to find what I want on the Web.

1 know more about using the Web than most users.

Challenges (Novak et al. 1998): _
Using Booksamillion.com challenged me to perform to the best of
my ability.

Using Booksamillion.com provided a good test of my skills.

Using Booksamillion.com stretched my capabilities to the limits.
Perceived Usefulness (Venkatesh and Davis 1996):

Using Booksamillion.com can improve my shopping performance.
Using Bocksamillion.com can increase my shopping productivity.
Using Booksamillion.com can increase my shopping effectiveness.

I find using Booksamillion.com useful.

Perceived Ease of Use (Venkatesh and Davis 1996);

Learning to use Booksamillion.com would be easy for me.

My interaction with Booksamillion.com is clear and understandable.
It would be easy for me to become skillful at using Books
amillion.com.

I find Booksamillion.com easy to use.

Product Involvement (McQuarrie and Munson 1992):

We would like to know how interested you are in books. Please use the
series of descriptive words listed below to indicate your level of interest in

books:

Important 0 0 00 0 O O Unimportant
Irrelevant 000000 O Relevant
Meansalottome O O O O O O O Means nothing to me

INFORMATION SysTEMS RESEARCH
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Unexciting 0 Q000 00 Q Exciting

Dull O 000000 Neat

Matters to me O 0 0O 0O O Q O Doesn't matter to me
Boring O 0000 0O O Interesting

Fun - OO0 000 O O Notfun
Appealing 0 00 0O 0O O O Unappealing
Cfnoconcerntome O QO O O O QO O Of concern to me
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